STAT 24400 Lecture 5
Section 3.1-3.3 Joint & Marginal Distributions
Section 3.4 Independent Random Variables

Yibi Huang
Department of Statistics
University of Chicago
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Why Consider Two or More Random Variables?

» Our focus so far has been on the distribution of a single
random variable.
» Many situations involve two or more variables, for example,

> counts of several species in ecological studies (X; = count of
deers, X, = count of wolves, etc)

» the x, y, and z components of wind velocity in atmospheric
studies

» As the variables are often correlated, we need to consider
them jointly, not separately
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Joint Probability Distributions for Discrete R.V.
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Joint Distribution of Two Discrete Random Variables
The joint probability mass function (joint PMF), or, simply the
Jjoint distribution, for discrete r.v. X1, Xo,..., Xk is defined as

p(Xl,Xz,. .. ,Xk) = P(Xl = X1,X2 = X2,... ,Xk = Xk).
= P({Xl = X]_}ﬂ {X2 :XQ} N...N {Xk :Xk})
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Joint Distribution of Two Discrete Random Variables

The joint probability mass function (joint PMF), or, simply the
Joint distribution, for discrete r.v. Xy, Xo, ..., Xk is defined as

p(Xl,Xz, N ,Xk) = P(Xl = X1,X2 = X2,... ,Xk = Xk).
= P({Xl :Xl}ﬂ{XQ :Xg}ﬂ ...ﬂ{Xk :Xk})
Properties of joint PMF:

L. p(x1,x2,...,xk) > 0.
2. Define the probability for an event A as,

P(A):P((Xl,XQ,...,Xk) EA): Z p(Xl,XQ,...,Xk).

(X1,X25-..,XK ) EA

3. If we set A= Q (sample space) in (2), then

P(Q) = Z p(x1,x2,...,xk) =1.

X1,X25000, Xk
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Example 1 — Gas Station

A gas station has both self-service and full-service islands, each

with a single regular unleaded pump with 2 hoses.

X = the # of hoses in use on the self-service island, and
Y = the # of hoses in use on the full-service island

The joint PMF of X and Y:

Y (full-service)

p,y)| 0O 1 2

X 0 0.10 0.04 0.02
selff- 1 0.08 0.20 0.06
2 0.06 0.14 0.30

service

What is P(X =2 and Y =1)?
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Example 1 — Gas Station

A gas station has both self-service and full-service islands, each

with a single regular unleaded pump with 2 hoses.

X = the # of hoses in use on the self-service island, and
Y = the # of hoses in use on the full-service island

The joint PMF of X and Y:

Y (full-service)

p,y)| 0 1 2

X 0 0.10 0.04 0.02
self- 1 0.08 0.20 0.06
2

0.06 JOM4N 0.30

What is P(X =2 and Y =1)7 p(2,1) =0.14

service
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Example 1 — Gas Station (2)

Y (full-service)
pxy)| 0 1 2

X 0 0.10 0.04 0.02
self- 1 0.08 0.20 0.06
service 2 0.06 0.14 0.30

What is P(X 4+ Y < 1)?
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Example 1 — Gas Station (2)

Y (full-service)

plx,y)| 0 1 2
X 0
self- 1 0.20 0.06
service 2 0.06 0.14 0.30

What is P(X + Y < 1)?

P(X=0,Y =0)+P(X=0,Y=1)+P(X=1,Y =0)

=0.10+0.04 +0.08 = 0.22

6/44



Example 1 — Gas Station (3)

Y (full-service)

)| o 1 2
X 0 0.10 0.04 0.02
self- 1 0.08 0.20 0.06
2 0.06 0.14 0.30

p(x

service

What is the probability that more self-service hoses in use than full
service hoses P(X > Y)?
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Example 1 — Gas Station (3)

Y (full-service)
y)| o 1 2
X 0.10 0.04 0.02

0
self- 1 0.20 0.06
service 2 0.30
What is the probability that more self-service hoses in use than full
service hoses P(X > Y)?

p(x

PX=1,Y=0)+P(X=2Y=0)+P(X=2Y=1)
=p(1,0) + p(2,0) + p(2,1)
—0.08 +0.06 +0.14 = 0.28
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Example 2 — Extended Hypergeometric Distributions
| R red balls, B blue balls, |

Suppose are selected at random without replacement from
the box above. Let

» X be the number of red balls obtained, and
» Y be the number of blue balls obtained.

The joint PMF of X and Y is

®E)(, ¢, 0o=x=R
p<x,y>zx(,z+—,;+g)y, 0<y<B
0<n—x—-y<G@G

n

If R=1, B=2= G =2, the joint PMF for (X, Y) for n=2
Y

draws is
py)| 0 1 2
X 0 1/10 4/10 1/10
1 2/10 2/10 O

8/44



Example 3 — Coin & Die

Consider the game that, you toss a coin & roll a die at each round.
If the coin lands heads, you win a prize, otherwise you win nothing.
If the die shows a 1, then you stop playing, otherwise you continue.
Find the joint PMF for X and Y below.

X = the # of rounds you play, and Y = of times you win.
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Example 3 — Coin & Die

Consider the game that, you toss a coin & roll a die at each round.
If the coin lands heads, you win a prize, otherwise you win nothing.
If the die shows a 1, then you stop playing, otherwise you continue.
Find the joint PMF for X and Y below.

X = the # of rounds you play, and Y = of times you win.

Sol. Observe X ~ Geometric(1/6) since X = # of rolls needed to
get the first [o]. Given X = x, Y ~ Bin(x,1/2).

The joint PMF is thus

p(x,y) =P(X=x,Y =y)=P(X =x)P(Y =y | X =X)

R AIOION

from Geom. distrib.

from Binomial distrib.

forl<x<ooand 0 <y <x.
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Marginal Distribution
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Obtaining PMF of X From the Joint Distribution of (X, Y)

Y Row Sum
pxy)| 0 1 2

0.10 0.04 0.02
0.08 0.20 0.06

0
X 1
2 0.06 0.14 0.30
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Obtaining PMF of X From the Joint Distribution of (X, Y)

Row Sum

0.16

0
X 1 0.08 0.20 0.06
2 0.06 0.14 0.30

P(X=0)=P(X=0,Y=0)+P(X=0,Y=1)+P(X=0,Y =2)
=0.10 4 0.04 + 0.02 = 0.16
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Obtaining PMF of X From the Joint Distribution of (X, Y)

Y Row Sum
px,y)| 0 1 2 |

0.16
0.34

P(X=0)=P(X=0,Y=0)+P(X=0,Y=1)+P(X=0,Y =2)
—0.10 + 0.04 + 0.02 = 0.16

Likewise,
P(X =1)=0.08 +0.20 + 0.06 = 0.34

11/44



Obtaining PMF of X From the Joint Distribution of (X, Y)

Y Row Sum

px,y)| 0 1 2 |
0 0.10 0.04 0.02 0.16
X 1 0.08 0.20 0.06 0.34
2

0.50

P(X=0)=P(X=0,Y=0)+P(X=0,Y=1)+P(X=0,Y =2)
—0.10 + 0.04 + 0.02 = 0.16

Likewise,
P(X =1)=0.08 +0.20 + 0.06 = 0.34

P(X = 2) = 0.06 + 0.14 + 0.30 = 0.50
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Obtaining PMF of X From the Joint Distribution of (X, Y)

Y Row Sum

px,y) | 0 1 2 | px(x)

0 0.10 0.04 0.02 0.16
X 1 0.08 0.20 0.06 0.34
2

0.06 0.14 0.30 0.50

P(X=0)=P(X=0,Y=0)+P(X=0,Y =1)+P(X=0,Y =2)
—0.10 4 0.04 +0.02 = 0.16

Likewise,
P(X =1)=0.08+0.20 4+ 0.06 = 0.34

P(X = 2) = 0.06 + 0.14 + 0.30 = 0.50

X 0 1 2
px(x) [ 0.16 0.34 0.50

The PMF px(x) of X is thus
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Obtaining PMF of Y From the Joint Distribution of (X, Y)

Y

py) | 0 1 2
0.10 0.04 0.02

0
X 1 0.08 0.20 0.06
2 0.06 0.14 0.30
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Obtaining PMF of Y From the Joint Distribution of (X, Y)

1 2
0.04 0.02
0.20 0.06
0.14 0.30

sum 0.24

P(Y=0)=P(X=0,Y=0)+P(X=1,Y=0)+P(X=2,Y =0)
= 0.10 + 0.08 + 0.06 = 0.24

12/44



Obtaining PMF of Y From the Joint Distribution of (X, Y)

Y
p(x,y) | 0 1 2
0 0.10 0.02
X 1 0.08 0.06
2 0.06 0.30
Column
sum 0.24 0.38

P(Y=0)=P(X=0,Y=0)+P(X=1,Y=0)+P(X=2,Y =0)
= 0.10 + 0.08 + 0.06 = 0.24

Likewise,
P(Y=1)=10.04+0.20+0.14 = 0.38
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Obtaining PMF of Y From the Joint Distribution of (X, Y)

Y

p(x,y) | 0 1 2
0 |010 0.04

X 1 0.08 0.20
2 0.06 0.14

Column
sum 0.24 0.38 0.38

P(Y=0)=P(X=0,Y=0)+P(X=1,Y=0)+P(X=2,Y=0)
=0.10+0.08 +0.06 = 0.24
Likewise,
P(Y=1)=10.04+0.20+0.14 = 0.38
P(Y =2)=10.02+0.06 + 0.30 = 0.38
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Obtaining PMF of Y From the Joint Distribution of (X, Y)

Y
pix.y) | O 1 2
0 0.10 0.04 0.02
X 1 0.08 0.20 0.06
2 0.06 0.14 0.30
Column
sum py(y) | 0.24 0.38 0.38

P(Y=0)=P(X=0,Y=0)+P(X=1,Y=0)+P(X=2,Y

=0.10+0.08 +0.06 = 0.24
Likewise,
P(Y=1)=10.04+0.20+0.14 = 0.38
P(Y =2)=10.02+0.06 +0.30 = 0.38

y | o 1 2

The PMF py(y) of ¥'is thus = 0y 554 038 0.38

12/ 44



Marginal Distribution

The marginal probability mass functions (marginal PMF’s) of
X and of Y are obtained by summing p(x, y) over values of the

other variable.

px()=>_ pxy) pr(y) =2 px.y).

Example: Gas Station

Y Row Sum
p(x,y) | O 1 2 px(x)
0 0.10 0.04 0.02 0.16
X 1 0.08 0.20 0.06 0.34
2 0.06 0.14 0.30 0.50
Column
sum py(y) | 0.24 0.38 0.38

We call them marginal distributions because they show up at the
table margins when the joint distribution is written in a tabular

form
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Example 2 — Extended Hypergeometric — Marginal

For X = the # of red balls and Y = the # of blue balls obtained
from drawing n balls at random w/o replacement from the box:

’ R red balls, B blue balls,

recall the joint PMF of X and Y is

< x <

_ 006 pExEk

p(va)_Wv Sy=0b,
0<n—x—-y<G@G.

n
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https://en.wikipedia.org/wiki/Vandermonde%27s_identity
https://en.wikipedia.org/wiki/Vandermonde%27s_identity

Example 2 — Extended Hypergeometric — Marginal

For X = the # of red balls and Y = the # of blue balls obtained
from drawing n balls at random w/o replacement from the box:

’ R red balls, B blue balls,

recall the joint PMF of X and Y is

< x <
_ 006 pExEk
p(x,y) = W7 Sy=05
0<n—x—-y<G@G.

n

The marginal PMF of X is px(x) = 3=, p(x,y)
DG, 5,062, GG

px(x) = Z (R+B+G) - (R+B+G) - (R+B+G) '

y n n n

where >, (5)( ¢ ) = (B+G) comes from the Vandermonde

n—x—y n—x
identity (") =>4 (7)(,",). Thus X is hypergeometric.
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Example 3 — Coin & Die — Marginal of Y

For the coin & dice game, recall the joint PMF for X = # of
rounds played and Y =# of times you win is

=70 066 a5

Note the joint PMF is only defined at the black dots below

°

[ ]

§ N .
>
The marginal PMF for Y = (# of times g 37 e e
you win) is £ 5] o o o
o
IS x—1 PR e o o o
5 1\ /x 1 !
= - — - > —
p= S (5) (6)()G) 7 o ras
x=max(1,y) o 1 2 3 4 ..
X = # of rounds played

15/ 44



FOI’y:O'

22(2>H (5) (1>_12§:< )X_l

T 12(0-5/12) 7

£ O G
( )y(1—5/12y+1:;§ <5>

where >0 ( ) =1/(1 —5/12)**! comes from the
Negative Bmomlal expansion in L03 that

S (W)= g
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Example 5 — Sum of Independent Poisson R.V.'s

Suppose Xj ~ Poisson(A1) and X> ~ Poisson(\2) are independent.
Find the PMF of T = X7 + X.

17 /44



Example 5 — Sum of Independent Poisson R.V.'s

Suppose Xj ~ Poisson(A1) and X> ~ Poisson(\2) are independent.
Find the PMF of T = X7 + X.

» Strategy: Find the joint PMF of X; and T, and then sum
over Xj to obtain the marginal PMF of T.
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Example 5 — Sum of Independent Poisson R.V.'s

Suppose Xj ~ Poisson(A1) and X> ~ Poisson(\2) are independent.
Find the PMF of T = X7 + X.

» Strategy: Find the joint PMF of X; and T, and then sum
over Xj to obtain the marginal PMF of T.

» To find the joint PMF of X; and Y, the key is to realize that
{X1 =x, T =t} means {X1 = x,Xo =t — x},

p(x,t) =P(X1 =x, T =1t)
PK)G_IIX,)Q Zit—-X)
= P(X1 = x)P(Xo =t — x) (by indep. of X1&X>)

X Atfx
oML A2
x| (t—x)!

for 0 < x <t < o0.
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The joint PMF of X; and T = X1 + X5 is

N, AT
x! (t —x)V

p(x,t)=e for 0 < x <t < 0.

Summing over x, we get the marginal PMF of T

t t )\X )\th
— E _ § : A1 7M1 =X 2
PT(t)— p(X’ t)_ — e t—e 2(t—X)!

|
x=0 x=0 X
—A1—=Xp t |
e t!
= NS
t! XZ:% xI(t — x)!
VSV ( )
e t
- A ()
| 2
t —o \X
a1t )
e y

At the step (*), So5_o () AXAS = (A1 + A2)*f because of the
Binomial expansion (a+ b)" = Y_7_, (7)a*bp" .

This shows that T = X; + Xp ~ Poisson(A1 + A7).
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Joint Distribution of Continuous Random
Variables
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Joint Distribution of Two Continuous Random Variables

Let X and Y be continuous rv. Then f(x,y) is their joint
probability density function or joint PDF for X and Y if for any
two-dimensional set A

PI(X,Y) € Al = [[ f(x,y) dxdy
A

In particular, if A is the two-dimensional rectangle
{a<x<b,c<y<d} then

d rb
P(X,Y) €Al =P(a< X < b,c < Ygd):/ / F(x, y) dx dy

Conditions for a joint PDF

» It must be nonnegative: f(x,y) > 0 for all x and y
> [[f(x,y)dxdy =1
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Example 6 — Deluxe Mixed Nuts

» Each can of mixed nuts contains a/monds, cashews, and
peanuts
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Example 6 — Deluxe Mixed Nuts

» Each can of mixed nuts contains almonds, cashews, and
peanuts

> Weights of the 3 types of nuts in a can are random but the
total is exactly 1 Ib
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Example 6 — Deluxe Mixed Nuts

» Each can of mixed nuts contains almonds, cashews, and
peanuts

> Weights of the 3 types of nuts in a can are random but the
total is exactly 1 Ib

P In a randomly selected can, let

X = weight of almonds, and Y = weight of cashews.

The weight of peanuts in the can is thus (1 — X — Y)

21/44



Example 6 — Deluxe Mixed Nuts

>

>

| 4

Each can of mixed nuts contains a/monds, cashews, and
peanuts

Weights of the 3 types of nuts in a can are random but the
total is exactly 1 Ib

In a randomly selected can, let

X = weight of almonds, and Y = weight of cashews.

The weight of peanuts in the can is thus (1 — X — Y)
Natural constraints on X & Y y

0<X<10<Y<LX+Y<1l O

Joint PDF of X & Y:

2dxy if0<x<1,0<y<1l,x+y<1
0 otherwise

f(va):{

x
(1,0)

21/44



Checking Conditions on a Joint PDF

Clearly, f(x,y) > 0. It remains to check [[ f(x,y)dxdy = 1.

0o oo 1 rl—y
/ / f(x,y)dxdy = / / 24xy dx dy
—o0 J—00 0 JO

fixy —s

integrate x
from 0 to 1-y

\(3-%)
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Checking Conditions on a Joint PDF
Clearly, f(x,y) > 0. It remains to check [[ f(x,y)dxdy = 1.

0 oo 1 fl-y y integrate x
/ / f(x,y)dxdy = / / 24xy dx dy from O to 1-y
—o0 J—o00 0 JoO 1
To compute the double integral above, fixy — \(1-YY)
. : : X
1. hold one variable fixed (e.g., y) 0 1I—y 1
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Checking Conditions on a Joint PDF
Clearly, f(x,y) > 0. It remains to check [[ f(x,y)dxdy = 1.

0 oo 1 fl-y y integrate x
/ / f(x,y)dxdy = / / 24xy dx dy from 0 to 1-y
00 /=00 0 Jo 1+
To compute the double integral above, fixy —¢ A (L-Vy)
; ! X

1. hold one variable fixed (e.g., y)
2. integrate the other variable x along the line of the f|xed y

» key: express the end points of the line in terms of the fixed y,
which will be the upper and lower limits for the integral over x

x=1—y

1—y
/ 24xy dx = 12x%y =12(1 —y)%y
0

x=0
3. integrate the variable y that is fixed in the prior steps

1

Loty ! 2 2 03,24
/ / 24xy dx dy :/ 12(1—y)“ydy = 6y~—8y>+3y"| = 1.
o Jo 0 0
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Finding Probabilities From the Joint PDF P(X > 0.3)
What is P(X > 0.3) = P(at least 30% almonds in a can)?
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Finding Probabilities From the Joint PDF P(X > 0.3)
What is P(X > 0.3) = P(at least 30% almonds in a can)?

y integrate x
P(X>03) ff X, y)dxdy from 0.3 to 1-y

x>0.3 1
0.7 pl—y
:/ 24xy dxdy 0.7 -7
0 Jo3
fixy —| ==\ (1-yy)
1> X

[
0 0.3 1-y1
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Finding Probabilities From the Joint PDF P(X > 0.3)
What is P(X > 0.3) = P(at least 30% almonds in a can)?

integrate x
P(X>03) ff X, y)dxdy from 0.3 to 1-y
x>0.3 1
0.7 pl—y
:/ 24xy dxdy 0.7 -7
0o Jos3 _
where fixy —| ==X 1-Yy)
1—y x=1—y [ > X
/ 24xy dx = 12x%y 003 1-yl
0.3 x=0.3

=12((1 — y)? = 0.3%)y = 12(0.91y — 2y° + y®).
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Finding Probabilities From the Joint PDF P(X > 0.3)
What is P(X > 0.3) = P(at least 30% almonds in a can)?

integrate x
P(X>03) ff X, y)dxdy from 0.3 to 1-y
x>0.3 1
0.7 pl—y
:/ 24xy dxdy 0.7 -7
0o Jos3 _
where fixy —| ==X 1-Yy)
1—y x=1—y [ > X
/ 24xy dx = 12x%y 003 1-yl
0.3 x=0.3

=12((1 — y)? = 0.3%)y = 12(0.91y — 2y° + y®).

Putting it back to the double integral, we get

0.7 p1—
// dxy dx dy = / 2(0.91y — 2y + y3)dy
0 0.3

0.7

=5.46y% — 8y +3y* = 0.6517.
0
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Finding Probabilities From the Joint PDF P(X 4+ Y > 0.7)

What is the probability that less than 30% are peanuts in a
randomly selected can?

P(less than 30% are Peanuts)
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Finding Probabilities From the Joint PDF P(X 4+ Y > 0.7)

What is the probability that less than 30% are peanuts in a
randomly selected can?

P(less than 30% are Peanuts)

= P(at least 70% are almonds or cashews)
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Finding Probabilities From the Joint PDF P(X 4+ Y > 0.7)

What is the probability that less than 30% are peanuts in a
randomly selected can?

P(less than 30% are Peanuts)
P(at least 70% are almonds or cashews)
P(X+Y>0.7)
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Finding Probabilities From the Joint PDF P(X 4+ Y > 0.7)

What is the probability that less than 30% are peanuts in a
randomly selected can?

P(less than 30% are Peanuts)

P(at least 70% are almonds or cashews)
P(X+Y >0.7)
1-P(X+Y <0.7) by Complement Rule !
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Finding Probabilities From the Joint PDF P(X 4+ Y > 0.7)

What is the probability that less than 30% are peanuts in a
randomly selected can?

P(less than 30% are Peanuts)

P(at least 70% are almonds or cashews)
P(X+Y >0.7)
1-P(X+Y <0.7) by Complement Rule !

where

P(X + Y > 0.7) = integral of f(x,y) over the gray region
P(X + Y < 0.7) = integral of f(x, y) over the region
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Finding Probabilities From the Joint PDF P(X 4+ Y > 0.7)
(Cont'd)

y
P(X+Y <0.7)= ff f(x,y)dxdy 4 integrate x
x4y<0.7 from 0 to 0.7-y

0.7 f0.7—y 0.7+
= / / 24xy dxdy
0 JO f

where A

x=0.7—y Y T X

0.7—y h
/ 24xy dx = 12x%y = 12(0.7—y)?y0 0.7|—y 07 1
0

x=0
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Finding Probabilities From the Joint PDF P(X 4+ Y > 0.7)

(Cont'd)
y
P(X+ Y <0.7) ff f(x,y)dxdy 4 integrate x
x+y<0.7 from 0 to 0.7-y
0.7 f0.7—y 0.7+
= / / 24xy dxdy
0 JO f
where T
x=0.7—y

0.7—
/ 24xy dx = 12x2%y = 12(0~7—Y)2y0
0

x=0
Putting it back to the double integral, we get

0.7 0.7—y 0.7 0.7
/ / 24xy dxdy = / 12(0.7 — y)?ydy = / (—4y)d(0.7 — y)3
o Jo 0 0

0.7 0.7
= —4y(0.7 — y)3‘0 +/ 4(0.7 — y)3dy
0

0.7
— (0.7 y)4‘0 — (0.7)* = 0.2401.

Hence, P(less than 30% peanut) =1 — 0.2401 = 0.7599.
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Obtaining Marginal PDF's From Joint PDF

Given the joint PDF f(x,y) of two continuous random variables,
the marginal probability density function (p), or simply the
marginal density, of X and Y, can be obtained by integrating the

joint PDF over the other variable.

[ee)
fx(x) = / f(x,y)dy, for —oo < x < o0,

—00

fy(y) :/ f(x,y)dx, for —oo <y < c0.

—00

Recall the marginal PMF’s of discrete random variables are
obtained by summing the joint PMF over values of the other

variable.

px(x)=>_ p(xy) pr(y) =2 plx.y).
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Back to Example 6 (Deluxe Mixed Nuts)
The marginal PDFs of X (almond) is

K= [ fley)y

—00

1—x oY= 1—x
—/ 24xydy = 12xy ‘

= 12x(1 — x)?, for 0 < x < 1.

27 /44



Back to Example 6 (Deluxe Mixed Nuts)
The marginal PDFs of X (almond) is

K= [ fley)y

—00

1—x oY= 1—x
—/ 24xydy = 12xy ‘

= 12x(1 — x)?, for 0 < x < 1.

The marginal PDFs of Y (cashew) is

o integrate x
fy(y) _ / f(x,y)dx L from O to 1-y
- 4
1-y ) x=1—y
= /0 24xydx = 12x°y L fixy — \(1-yY)
=12y(1—y)? for0<y <1. T

0 1-y 1
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Joint Cumulative Distribution Functions (Joint
CDF)
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Joint Cumulative Distribution Functions (Joint CDF)

The joint cumulative distribution function of the k random
variables Xi, Xo, ..., Xk is the function defined by

F(Xl,...,Xk) :P(Xl S X1,...,Xk SXk).

The random variables X1, X5, ..., Xk can be discrete or
continuous, or some be discrete and some be continuous.
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Properties of Joint CDF for Two Random Variables

The joint CDF for any two random variables (X, Y) has the
following properties

o=

limy—_co F(x,y) = F(—00,y) =0 for all y
limy o F(x,y) = F(x,—00) =0 for all x
limx— 00 limy 00 F(x, y) = F(00,00) =1
Right-continuous:

(x+hy)= (x,y +h)=F(x,y)

lim F lim F
h—0+ h—0+

for all x and y
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Properties of Joint CDF for Two Random Variables

5. Non-decreasing: For all a < b and ¢ < d,

Pla<X<bc<Y<d)
= F(b,d) — F(b,c) — F(a,d) + F(a,c) > 0

Y
F(b,d) F(b,c)




Joint PDF & CDF for Continuous R.V.s

If f(x,y) is the joint PDF for X and Y/, their joint CDF is

F(x,y) / / f(u, v)dudv.

Conversely, if F(x,y) is the joint CDF for X and Y, their joint

PDF is
82

f(x,y)= 8xayF(X’y)'
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Independent Random Variables
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Independent Random Variables

» Recall that two events A and B are independent if
P(AN B) =P(A)P(B)
» Two random variables X and Y are independent if
P(XeAYeB)=P(XeAP(YeB)

for any sets A and B.
» Two discrete random variables X and Y are independent if
and only if

p(x,y) = px(x)py(y) forall x and y,

i.e., the joint PMF is the product of their marginal PMF's.
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Independent Continous Random Variables

Two continuous random variables X and Y are independent if and only if
F(x,y) = Fx(x)Fy(y) forall x and y,

i.e., the joint CDF is the product of their marginal CDF's.
Their joint PDF is

32 2

f(x,y) = X0y F(x,y) = %3y Fx(x)Fy(y) = Fx(x)Fy(y)
= fx(x)fv(y).

Conversely, if f(x,y) = fx(x)fy(y), their joint PDF is

F(x,y) / / F(u, v dudv—/ / v)dudv

:[m (U )du/foo y(v)dv = Fx(x)Fy(y).

i.e., independent if and only if joint PDF = Product of marginal PDF's
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Are X and Y Independent?

x

y
1 2 3

w N =

0.05 0.10 0.05
0.10 0.40 0.10
0.05 0.10 0.05
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Are X and Y Independent?

y
p(x,y) | 1 2 3 | px(x)
1 0.05 0.10 0.05| 0.20
2 0.10 0.40 0.10 | 0.60
3 0.05 0.10 0.05| 0.20
fr(y) | 020 0.60 0.20

1. Find the marginal distributions
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Are X and Y Independent?

y
p(x,y) | 1 2 3 | px(x)
1 0.05 0.10 0.05| 0.20
2 0.10 0.40 0.10 | 0.60
3 0.05 0.10 0.05| 0.20
fr(y) | 020 0.60 0.20

1. Find the marginal distributions
2. Check whether

p(x,y) = px(x)py(y)

for all possible x, y pairs.

> p(1,1) =0.05 # 0.2 x 0.2 = px(1)py(1).
» X and Y are NOT independent.
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Finding Joint PMF From Marginal PMF's When

Independent

Given the marginal PMFs of two independent r.v.s, X and Y,

find their joint PMF.

y
poy) | 1 23 [ px(x)
1 0.2
X 2 0.6
3 0.2
py(y) | 0.2 06 0.2

Since X and Y are independent,

1. p(1,1) = px(1)py(1) = 0.2 x 0.2 = 0.04

2. also p(1,2) = px(1)py(2) = 0.2 x 0.6 = 0.12.

3. Repeat filling the blank for p(x,y) by px(x)py(y) for all x,y

pairs.
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Finding Joint PMF From Marginal PMF's When

Independent

Given the marginal PMFs of two independent r.v.s, X and Y,

find their joint PMF.

y
poy) | 1 23 [ px(x)
1 0.04 0.12 0.2
X 2 0.6
3 0.2
py(y) | 0.2 06 0.2

Since X and Y are independent,

1. p(1,1) = px(1)py(1) = 0.2 x 0.2 = 0.04

2. also p(1,2) = px(1)py(2) = 0.2 x 0.6 = 0.12.
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Finding Joint PMF From Marginal PMF's When

Independent

Given the marginal PMFs of two independent r.v.s, X and Y,

find their joint PMF.

p(x,y)

y
1 2 3

px(x)

1
X 2
3

0.04 0.12 0.04
0.12 0.36 0.12
0.04 0.12 0.04

0.2
0.6
0.2

py(y)

02 06 02

Since X and Y are independent,

1. p(1,1) = px(1)py(1) = 0.2 x 0.2 = 0.04

2. also p(1,2) = px(1)py(2) = 0.2 x 0.6 = 0.12.

3. Repeat filling the blank for p(x,y) by px(x)py(y) for all x,y

pairs.
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Finding Joint PDF From Marginal PDF's When

Independent

Suppose the lifetimes X and Y of Batteries A and B are
independent with PDFs

fx(x)=e™ and fy(y) =2e"?,
for 0 < x,y < oo, then their joint PDF is y

f(va):fX(X)fY(y):zei(XJrzy)v 0<X7}/<OO-
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Finding Joint PDF From Marginal PDF's When
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for 0 < x,y < oo, then their joint PDF is y
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0
Question: P(X < Y) = P(Battery A dies before Battery B) =7
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Finding Joint PDF From Marginal PDF's When

Independent
Suppose the lifetimes X and Y of Batteries A and B are
independent with PDFs

fx(x)=e™ and fy(y) =2e"?,
for 0 < x,y < oo, then their joint PDF is y
f(va):fX(X)fY(y):zei(XJrzy)v 0<X7}/<OO-

0
Question: P(X < Y) = P(Battery A dies before Battery B) =7

P(X<Y) ff x,y)dxdy = ff 2e X+2y)dXdy X<y /f\
x<y 0<x<y

38/44



Method 1

0y
ﬂ 2e~ ) dxdy = / / 26~ ) dxdy
0 0

0<x<y

where y2e_(x+2Y)dx = e (xt) =

2(e”¥ —Oe_3y).

x=0

integrate x A
from 0 to y 4~

39/44



Method 1

ooy .
—(x+2y) _ —(x+2y) integrate x
[J 2oty = [ [T2etinaxay  JmemEr A
0<x<y 0 0

where y2e_(x+2Y)dx = e (xt) =

2(e”¥ —Oe_3y).

Putting it back to the double integral, we get

bl id o 2 <1
/ / 2e~ O+ dxdy = / 20 —e¥)dy = —e ¥ - Ze ¥ ==
o Jo 0

x=0
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Method 1

—(x+2y) = —(x+2y) integrate x
O<ﬂ< 2e dxdy = /0 /O 2e dxdy Ve
x<y
y ey
where 20 W)y = e~ (xt2y)
0 x=0
2(e_2y — e_3y).

Putting it back to the double integral, we get

bl id o 2 <1
/ / 2e~ O+ dxdy = / 20 —e¥)dy = —e ¥ - Ze ¥ ==
o Jo 0

Method 2 2
jf 2e~ 0t dxdy = [ 2e~ ) dydx
0 Jx integrate y
Py X from x to
where / 2e (2 qy = _e*(X+2Y)‘y:°° —e 3% 0 : «
) y:X fix x
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Method 1

—(x+2y) = —(x+2y) integrate x
O<ﬂ< 2e dxdy = /0 /O 2e dxdy Ve
x<y
y ey
where 20 W)y = e~ (xt2y)
0 x=0
2(e_2y — e_3y).

Putting it back to the double integral, we get

e o 2 <1
/ / 2e~ O+ dxdy = / 20 —e¥)dy = —e ¥ - Ze ¥ ==
o Jo 0

Method 2 2
jj 2e~ 0t dxdy = [ 2e~ ) dydx
0 Jx integrate y
Py X from x to
where / 2e (2 qy = _e*(X+2Y)‘y:°° —e 3% 0 : «
i o fix x

Putting it back to the double integral, we get

/ / 26*(x+2y)dydx _ / e Fdx = ——e | ==
0 X 0 3 0 3
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Example — Are X & Y Independent?
Suppose the joint PDF of X, Y is

f(x,y)= 6xy?, for0<x,y <1.

The marginal PDF of X is

1 y=1
fx(x) = /0 6xy2 dy = 2xy3

y=0
The marginal PDF of Y is

1
=3y%(12-0%) =3y%, 0<y<1.

1
fy(y) = /0 6xy2 dx = 3X2y2
x=0
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Example — Are X & Y Independent?
Suppose the joint PDF of X, Y is

f(x,y):6xy2, for 0 < x,y <1.

The marginal PDF of X is

y=1
=2x(13-0%) =2x, 0<x<1
y=0

1
= / 6xy> dy = 2xy°
0

The marginal PDF of Y is

1
=3y%(12-0%) =3y%, 0<y<1.

1
= / 6xy? dx = 3x2y?
0 x=0

Are X and Y independent?

> Yes, since f(x,y) = 6xy? = (2x)(3y?) = fx(x)fy(y) for all
0<x,y <1land f(x,y) =0 = fx(x)fy(y) elsewhere.

40/ 44



A Simple Criterion for Checking Independence

So far, it seems like one must find the marginal distributions before
checking independence. However, there is an easier way. ..

A Simple Criterion: X and Y are independent if the joint
PMF /PDF can be written as the product of a function of x and a
function of y.

f(x,y) =g(x)h(y), forallx,y.

Here g(x) > 0 and h(y) > 0 are not necessarily PMFs/PDFs.
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Are They Independent?

L op(x,y) = X;;y for x,y € {1,2,3}.

» can't be factored, X and Y are NOT independent.

2. p(x,y) = e 2/(xly!), for x,y € {0,1,2,...}.
> factors into g(x) = e~1/x! and h(y) = e~1/y!,
so independent.

3. f(x,y)=8xyfor0 < x <y <1.
» Does it factors into g(x) = 8x and h(y) = y?
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Are They Independent?

L op(x,y) = X;;y for x,y € {1,2,3}.

» can't be factored, X and Y are NOT independent.

2. p(x,y) = e 2/(xly!), for x,y € {0,1,2,...}.
> factors into g(x) = e~1/x! and h(y) = e~1/y!,
so independent.

3. f(x,y)=8xyfor0 < x <y <1.
» Does it factors into g(x) = 8x and h(y) = y?
> Watch out! When x >y,
1_
f(x,y) =0# g(x)hly). | XS¥

» X and Y are NOT independent.
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Proof of the Simple Criterion for Independence

We prove the discrete case. The continuous case is similar. The
marginal PDF of Y is

pv(y) = p(x.y) =D g(x)h(y)
= h(y)Y_ &(x) = cth(y),

in which c¢; is the constant >, g(x). Similarly, one can show
px(x) = c2g(x) where c; = 3, h(y). Note that

ac=>) &) hy)=> > &()h(y)
:szyf(X7Y) =1
since p(x, y) is a joint PMF.
Thus px(x)py(x) = acg(x)h(y) = g(x)h(y) = f(x,y).
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Independence of Several Random Variables

» More generally, a sequence of random variables Xi, X,..., X,
are (mutually) independent if and only if

P(Xy € A1,..., X € Ay) = P(Xy € A1) -+ P(X, € Ay).

for all sequence of events Aj, Ay, .. ..

» Equivalently, the random variables X1, Xs, ..., X, are
(mutually) independent if and only if their joint distributions
factors into the product of their marginal distributions.

p(x1, %2, ..., xn) = p1(x1)p2(x2) . .. pn(xn) for discrete rv's
f(x1,x2,...,xn) = A(x1)f2(x2) ... fa(xn)  for continuous rv's
for all x1,x2,..., Xn.
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