Quantile regression provides an attractive tool to the analysis of censored responses, because the conditional quantile functions are often informative with desirable robustness properties, and moreover, the quantiles are often identifiable while the conditional mean functions are not. Existing methods of estimation for censored quantiles are mostly limited to singly left- or right-censored data, with some attempts made to extend the methods to doubly-censored data. We propose a new and unified approach, based on a variation of the data augmentation algorithm, to censored quantile regression estimation. The proposed method is able to handle different forms of censoring including doubly censored and interval censored data, and the resulting estimates improve on the performance of the best known estimators with singly censored data.
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