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I. What’s Wrong With ...



Exhibit 1: The Northern Spotted Owl



Spotted Owls

The northern spotted owl was listed as a threatened species under
the Endangered Species Act throughout its range of northern
California, Oregon and Washington by the United States Fish and
Wildlife Service on June 23, 1990[7] citing loss of old-growth habitat
as the primary threat. The USFWS previously reviewed the status of
the northern spotted owl in 1982, 1987 and 1989 but found it did not
warrant listing as either threatened or endangered. Logging in
national forests containing the northern spotted owl was stopped by
court order in 1991.[2]

In 1990, the logging industry estimated up to 30,000 of 168,000 jobs
would be lost because of the owl’s status, which agreed closely with a
Forest Service estimate.[9] Harvests of timber in the Pacific
Northwest were reduced by 80%, decreasing the supply of lumber
and increasing prices.[2] However, jobs were already declining
because of dwindling old-growth forest harvests and automation of
the lumber industry.[9]

WIKIPEDIA



What’s the Problem?
Two problems, actually:

(1) Highly asymmetric utilities for majority (tree-loving U. S. middle
class) and minority (clear-cutting loggers).

(2) Difficulty in assessing utilities (what is the real cost of another
lost species?)



Tyranny of the Majority

This was one of the major concerns of the framers of the Constitution
in the 1780s. James Madison referred to the idea as "the violence of
majority faction" in The Federalist Papers, for example Federalist 10.
The phrase "tyranny of the majority" was used (possibly for the first
time) by John Adams in 1788. The issue was also discussed at length
by Edmund Burke in Reflections on the Revolution in France (1790) .

[WIKIPEDIA]



Exhibit 2: Retention of Chicago Judges



What’s Wrong with Democracy?

Exhibit 2: Retention of Chicago Judges



What’s the Problem?

Noise: Voters have either near-zero utilities or no incentive for
properly assessing their utilities, so their votes merely introduce noise
into the vote totals.



II. Quadratic Voting

Proposal: (Weyl 2012)
Allow voters to buy
arbitrary numbers of
votes, which they can
then cast for either side.
To buy v votes, a voter
must pay v2 dollars.



Quadratic Voting: Is It Legal?

The Twenty-fourth Amendment to the United States Constitution
prohibits both Congress and the states from conditioning the right to
vote in federal elections on payment of a poll tax or other types of tax.
The amendment was proposed by Congress to the states on August
27, 1962, and was ratified by the states on January 23, 1964.

So I think the answer is NO.



Really?



Quadratic Voting: Rationale

Assume that each voter has a value u ∈ R. If the election goes in her
favor, her utility is +u; if it goes against her, her utility is −u. The
marginal benefit to this voter of an additional unit of vote is

2u ×marginal pivotality,

where marginal pivotality is the perceived probability that an
additional unit of vote will sway the election. Maximizing expected
utility - vote cost leads to the rule

v = Cu

where C = marginal pivotality. Thus, if all voters have the same C,
the vote total will be

C
∑

i

ui .



Eeeck!!!

But, Dr. Weyl, don’t you
think that the wealthiest
1% exercise enough
influence on our
elections? And now you
want to allow them to buy
votes?



Mr. Soros Plots His Next Move...

Gotta think that there will
be at least 50,000,000
people who will shell out
$1 to vote. Hell, just think
of how many idiots click
that $1 box on their tax
forms? .... Now , I
wonder, if put up
$100,000,000 how many
votes will it buy me?

On second thought, maybe I should just hire some Russians?



But there is a problem...



But there is a problem...



III. Bayes-Nash Equilibria

Rationale for QV: A voter with value u ∈ R will maximize her utility by
purchasing v = Cu votes where C is her marginal pivotality=her
perceived probability that an additional unit of vote will turn the
election. Thus, if all voters have the same marginal pivotality C, the
vote total will be

C
∑

i

ui .

But why should they? – In fact, they won’t: a voter with a very large
value u knows that she will buy a larger number of votes than a vote
with a small u, and thus will have a different (although perhaps only a
slightly different) personal probability distribution for the vote total.



Model Assumptions

Assumption 1: There are N voters, each with a value ui . These are
drawn independently from a continuous probability distribution F with
a C∞, strictly positive density f on a finite closed interval [u,u].

Assumption 2: Each voter knows his own value ui but not the values
of any of the other voters. However, each voter knows the sampling
distribution F .

Assumption 3: Each voter chooses a number vi ∈ R of votes to buy,
and pays v2

i for these. The payoff to the voter is then

Ψ(V )ui where V =
N∑

i=1

vi

and the payoff function Ψ is a smoothed version of I[0,∞) − I(−∞,0),
that is, · · ·



Model Assumptions

Payoff Function:

Ψ(x) = −1 + 2
∫ x

−∞
ψ(y) dy

where ψ is an even, C∞ probability density with support [−δ, δ] such
that ψ is positive and strictly increasing on (−δ, 0].

Rationale for smoothing: If the vote total is near zero, the payoff to the
winning side is reduced because of (i) the possibility of a recount, or
(ii) the possibility of having to form coalitions.



Bayes-Nash Equilibria

Definition: A type-symmetric, pure-strategy Bayes-Nash equilibrium is
a function v(u) such that for every u ∈ [u,u], the value v(u) = v
maximizes

E [uΨ(Sn + v)]− v2

where Sn =
∑n

i=1 v(Ui ) is the one-out vote total and n = N − 1. (In
particular, U1,U2, · · · ,Un are i.i.d. with density f .)

Theorem: For each N > 1 there is at least one increasing,
type-symmetric, pure-strategy Bayes-Nash equilibrium.

Note: No one would ever pay more than 2 max(|u|, |u|)) for votes,
since this is the maximum possible resulting change in utility.
Therefore, every Bayes-Nash equilibrium v(u) must satisfy

‖v‖∞ ≤
√

2 max(|u|, |u|)).



Bayes-Nash Equilibria: Euler-Lagrange Equation

Necessary Condition for a Nash Equilibrium:

v(u) =
E [ψ (Sn + v(u))]

2︸ ︷︷ ︸
marginal pivotality

u.

The proof is standard and easy.

Difficulty: The Euler-Lagrange equation can’t be “solved” in any
explicit fashion because the expectation involves the unkown function
v(u):

Sn =
n∑

i=1

v(Ui ).



Bayes-Nash Equilibrium: Balanced Populations
Theorem A: Assume that the sampling distribution F has mean µ = 0
and variance σ2. Then there exist constants εN → 0 such that for all
sufficiently large N,

(A) every Bayes-Nash equilibrium v(u) is C∞ on [u,u];
(B) every Bayes-Nash equilibrium v(u) satisfies the approximate

proportionality rule∣∣∣∣v(u)

pNu
− 1
∣∣∣∣ ≤ εN where pN =

1
2 3

4
√
σ

4
√
πN

;

(C) every Bayes-Nash equilibrium v(u) satisfies

P

{(
N∑

i=1

Ui

)(
N∑

i=1

v(Ui )

)
< 0

}
< εN

Thus, quadratic voting is asymptotically efficient: the “right side” wins
with high probability.



Why 1/ 4
√

N ?

Suppose that everyone had the same marginal pivotality β, so that
v(u) = βu. Then by Euler-Lagrange, coupled with the Local Central
Limit Theorem,

2β = Eψ(V ) = Eψ

(
N∑

i=1

βUi

)
≈ P

{
|

N∑
i=1

Ui | ≤
δ

β

}
≈ 2δ
βσ
√

2πN
.



Bayes-Nash Equilibria: Unbalanced Populations

The characterization of Bayes-Nash equilibria when F has mean
µ > 0 depends on an auxiliary optimization problem.

Optimization Problem: Determine ξ > δ and w ∈ [−δ, δ] such that

(1−Ψ(w)) |u| = (ξ − w)2 and

(1−Ψ(w ′)) |u| < (ξ − w ′)2 for all w ′ ∈ [−δ, δ] \ {w}

Proposition: If
√

2δ < max(|u|, |u|) then there is a unique solution to
the Optimization Problem.



Bayes-Nash Equilibria: Unbalanced Populations

Theorem B: Assume that the sampling distribution F has mean
µ > 0, and assume that the Optimization Problem has a unique
solution (ξ,w). Then ∃ ζ > 0 such that ∀ ε > 0 and any Bayes-Nash
equilibrium v(u),

(a) v(u) has a jump discontinuity at u = u∗, where
(b) |u∗ − (u + ζN−2)| < εN−2;
(c) v(u) is infinitely differentiable for u ∈ (u∗,u];
(d) v(u) = (ξ/(Nµ))u + o(1/N) for u > u∗; and
(e) |v(u) + ξ − w | < ε for u ∈ [u,u∗).

Amplification: (d) and the WLLN implies that with probability
1−O(1/N) the vote total will be within ε of ξ. (e) implies that with
probability O(1/N) there will be an extremist with value u ∈ [u,u∗]
who will buy enough votes to move the vote total to ≈ w .



Unbalanced Populations (µ > 0) : Discussion

1. Why don’t typical voters buy more votes?

If with high probability the vote total V > ξ′ > ξ then not even an
individual with the lowest possible value u would find it worthwhile to
buy enough votes to move the vote total from ξ′ to some w ∈ [−δ, δ],
because the Optimization Problem implies that the cost of buying
enough votes to do so would exceed the benefit in utility:

(1−Ψ(w))|u| < (ξ′ − w)2 ∀ w ∈ [−δ, δ].

So What?

But then Hoeffding’s Inequality would imply that P {V ∈ [−δ, δ]} is
exponentially small, and so the marginal pivotality would be
exponentially small, and so most voters would only buy e−βN votes.
Thus, the vote total would be near 0!



Unbalanced Populations (µ > 0) : Discussion

2. Why don’t typical voters buy fewer votes?

Voters in the “bulk” of the distribution F will all have similar marginal
pivotalities, so the vote function must satisfy v(u) ≈ βu except in the
extreme tails of F . But since µ > 0 it then follows that with high
probability V ≈ βµN > 0. Now

(1) Suppose that 0 < βµN ≤ δ. Then with high probability 0 ≤ V ≤ δ,
and so the marginal pivotality β = Eψ(V ) would remain bounded
away from 0, forcing βµN →∞. So this is impossible.

(2) Suppose that δ < βµN < ξ. Then by the Optimization Problem a
nonvanishing fraction of the population – those with values in the
lower range of the sampling distribution – would find it advantageous
to unilaterally buy enough votes to move the vote total from βµN to
some w ∈ [−δ, δ], and therefore would do so. This would force V ≤ δ
with high probability, a contradiction since V ≈ βµN.



Key Idea 1: Approximate Consensus

Consensus Lemma: For any ε > 0 and any δ > 0, if N is sufficiently
large then in any Bayes-Nash equilibrium v(u),

1− ε < Eψ(v(u) + Sn)

Eψ(v(u′) + Sn)
< (1− ε)−1

for any two values u,u′ that are not within distance δ of either u or u.
(Here Sn is the vote total for a sample of size n = N − 1.)

Crude Argument: Knowing that my value is u gives me almost no
information about the empirical distribution of the values Ui , including
its tail, unless u is so close to one of the extremes u,u that I can
deduce that with high probability there is no one else in the sample
above (or below) me.



Consensus

Multinomial Sampling: Consider random sampling from set {A,B,C}
with probabilities {pA,pB,pC}. Let NA,NB,NC be the numbers of
A,B,C’s in sample of size n = NA + NB + NC .

My Type: A.
Your Type: B.

Let’s compare our respective conditional distributions on (NA,NB,NC).

PMe {Ni = ni ∀ i = A,B,C} =
(n − 1)!

(nA − 1)!nB!nC!
pnA−1

A pnB
B pnC

C

PYou {Ni = ni ∀ i = A,B,C} =
(n − 1)!

nA!(nB − 1)!nC!
pnA

A pnB−1
B pnC

C



Consensus

Multinomial Sampling: Consider random sampling from set {A,B,C}
with probabilities {pA,pB,pC}. Let NA,NB,NC be the numbers of
A,B,C’s in sample of size n = NA + NB + NC .

My Type: A.
Your Type: B.

Let’s compare our respective conditional distributions on (NA,NB,NC).

So· · ·
PMe {Ni = ni ∀ i = A,B,C}
PYou {Ni = ni ∀ i = A,B,C}

=
nApB

nBpA
.

The probability that in a random sample of size n this ratio differs from
1 by more than ε is exponentially small.



Consensus

Multinomial Sampling: Now consider random sampling from set
{A,B,C} with probabilities

{
1/N2,pB,pC

}
. Let NA,NB,NC be the

numbers of A,B,C’s in sample of size n = NA + NB + NC .

My Type: A.
Your Type: B.

Let’s compare our respective conditional distributions on (NA,NB,NC).

PMe {NA = 1} ≈ 1

PYou {NA = 0} ≈ 0.

Our conditional distributions are nearly singular!



Key Idea 2: Anti-Concentration

Proposition: ∀ ε > 0 and ∀C <∞ there exist C′ > 0 and n′ <∞ such
that if n ≥ n′ and Y1,Y2, · · · ,Yn are i.i.d. random variables such that

E |Y1 − EY1|3 ≤ Cvar(Y1)3/2 and var(Y1) ≥ C′/n

then for every interval J of length at least 1,

P

{
n∑

i=1

Yi ∈ J

}
≤ ε|J|.

(Berry-Esseen Theorem)

Consequence: This limits the number of votes that a voter will buy in
equilibrium, because it implies that large numbers of votes will reduce
the marginal pivotality of each voter.



Discontinuities

Proposition: There exists ∆ > 0 such that for all large N, at any point
u∗ of discontinuity of a Bayes-Nash equilibrium,

lim sup
u→u∗

|v(u) ≥ ∆.

Consequence: Discontinuities can occur only in the extreme tails of
the distribution F .



Discontinuities
Proposition: There exists ∆ > 0 such that for all large N, at any point
u∗ of discontinuity of a Bayes-Nash equilibrium,

lim sup
u→u∗

|v(u) ≥ ∆.

Proof: Assume u∗ > 0, and let v+, v− be the right- and left- limits of
v(u) as u → u∗. Must have

2v+ = Eψ(v+ + Sn)u and
2v+ = Eψ(v+ + Sn)u.

Subtract:

2v+ − 2v− = u
∫ v+

v−
Eψ′(t + Sn) dt .

Mean Value Theorem implies that ∃ṽ ∈ [v−, v+] such that

Eψ′(ṽ + Sn) = 2.



Discontinuities

Proposition: There exists ∆ > 0 such that for all large N, at any point
u∗ of discontinuity of a Bayes-Nash equilibrium,

lim sup
u→u∗

|v(u) ≥ ∆.

But this implies that the distribution of ṽ + Sn is highly concentrated in
[−δ, δ]; consequently, for suitable C > 0,

Eψ(ṽ + Sn)u ≥ C,

and this implies that the marginal pivotality at u∗ is bounded away
from 0.



More Interesting Proposals from Dr. Weyl
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