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Abstract

This paper concerns the asymptotic structure of the scintillation function in the sim-
plified setting of wave propagation modeled by an Itô-Schrödinger equation. We show that
the size of the scintillation function crucially depends on the smoothness of the initial con-
ditions for the wave equation and on the size of the “array of detectors” where the wave
fields are measured. In many practical settings, we show that the estimates are optimal and
devise an equation for the appropriately rescaled scintillation function. The estimates are
based on a careful analysis of Wigner transforms and of linear kinetic equations involving
oscillatory integrals.

Keywords: Waves in random media, kinetic model, statistical stability, scintil-
lation function, Itô (Stratonovich) Schrödinger regime, Wigner transform

1 Introduction.

Wave propagation in heterogeneous media and over large distances compared to the wavelength
arise e.g. in geophysics with the propagation of seismic waves [24], telecommunications, un-
derwater acoustics, and propagation of light through turbulent atmosphere, see e.g. [25, 28].
Whereas the microscopic dynamics of the wave is fairly complex, macroscopic models may
sometimes be derived to simplify the description. These models depend on the relation be-
tween the correlation length of the random medium and the wavelength, and also on the
strength of the fluctuations. An important feature of many of these models is their statistical
stability, in the sense that they depend only on some general (macroscopic) characteristics
of the medium and not on its local fluctuations. This invocation of ergodicity is valid when
the strength of the fluctuations is weak, so that the localization phenomenon is avoided, see
[15, 25], for then wave may be trapped at some random location depending on the realization
of the random media and this will prevent any statistical stability. The so-called weak coupling
regime is the regime of interest in this paper.

When the wavelength and the correlation length are of same order and are small compared
to the typical distance of propagation, the macroscopic behavior of the wave can be described
by radiative transfer equations [11, 17]. The rigorous derivation of such a model from high-
frequency random wave equations is a challenging mathematical problem which has found
solutions only in some simplified settings. A formal derivation can be found for instance in
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[23] for acoustic, electromagnetic and elastic waves, while the kinetic limit for discrete wave
equations has been demonstrated in the recent paper [19]. In most cases, the rigorous analysis
is done within the paraxial approximation, see e.g. [27, 10], which occurs when the wave has
a privileged direction of propagation and backscattering effects can be neglected.

Let us assume that the beam mainly propagates along the z ∈ R axis. Then, starting from
the standard scalar wave equation for the pressure potential p(t,x, z), where t is time, x ∈ Rd

(so that the overall spatial dimension is d+ 1), and c(x, z) is the (random) sound speed,

∂2p

∂t2
(t,x, z) = c2(x, z) (∆x + ∆z) p(t,x, z),

with appropriate initial conditions, we formally obtain [3, 2] for the amplitude ψ(z,x, κ) defined
by

p(t,x, z) =
1
2π

∫
R
eiκ(z−c0t)ψ(z,x, κ)c0dκ,

the following high-frequency random Schrödinger equation:

iη
∂ψη

∂z
(z,x, κ) = −η

2

2
∆xψη(z,x, κ)−

√
ηV

(
z

η
,
x
η

)
ψη(z,x, κ), (1)

augmented with an initial condition ψη(z = 0,x) = ψ0
η(x). Above, c0 is the background sound

speed assumed to be constant for simplicity, η � 1 is the rescaled transverse wavelength and
V is the random potential related to the sound speed c. The variable κ plays no role in the
analysis and will therefore be set to κ = 1. When the sound speed has faster fluctuations in
the z direction than in the transverse direction x, the potential V can formally be replaced
by a white noise in z, giving rise - after the appropriate Stratonovich correction -, to the
Itô-Schrödinger equation:

dψη(z,x) =
1
2
(
iη∆x −R(0)

)
ψη(z,x)dz + iψη(z,x)B

(x
η
, dz
)
. (2)

Here, B(x, dz) is a standard (infinite dimensional) Wiener measure, whose statistics are de-
scribed by

E{B(x, z)B(y, z′)} = R(x− y)z ∧ z′, (3)

where E is mathematical expectation with respect to the measure of an abstract probability
space (Ω,F ,P) on which B(x, dz) is defined, z ∧ z′ = min(z, z′) and R is the correlation
function of the random medium. A rigorous passage from the wave equation to (2) can be
found in [1] when d = 2 and in stratified media. The radiative transfer equations are then
obtained from high-frequency asymptotics of (1) or (2) and the appropriate tool in the analysis
of such equations is the Wigner transform [29] of the wave function defined as

Wη[ψη](z,x,k) = Wη(z,x,k) =
1

(2π)d

∫
Rd

eik·yψη

(
z,x− ηy

2

)
ψη

(
z,x +

ηy
2

)
dy, (4)

where ψη denotes complex conjugation of ψη. The Wigner transform Wη is real-valued and∫
Rd Wη(t,x,k)dk = |ψη(x, t)|2 by inverse Fourier transform so that Wη may be seen as a

phase space (microlocal) decomposition of the energy density, even though it is not always
positive. We refer the reader to [18, 16] for an extensive study of Wigner transforms with
applications to high-frequency limit of hyperbolic or Schrödinger equations. The rigorous
limit of the Schrödinger equation (1) to the radiative transfer equations has been investigated,
with various hypotheses on the random potential V (e.g. Markovian with respect to time or
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with finite-range time correlations), for instance in [3, 4, 13, 22, 26]. The main result is the
following: under appropriate conditions on the initial condition ψ0

η, the ensemble average of
the Wigner transform aη := E{Wη} converges weakly in an adapted functional setting to the
solution a of the following radiative transfer equation (or linear Boltzmann equation):( ∂

∂z
+ k · ∇x +R0 −Q

)
a(z,x,k) = 0, a(0,x,k) = a0(x,k), (5)

where a0 is the limit of the ensemble average of the Wigner transform of the initial condition
ψ0

η, R0 := (2π)dR(0) and the scattering operator Q reads

(Qa)(z,x,k) =
∫

Rd

R̂(k− k′)a(z,x,k′)dk′.

Here, R̂ denotes the Fourier transform of R with the convention

R̂(k) = FR(k) =
∫

Rd

e−ik·xR(x)dx.

Since R(x) is a correlation function, R̂(k) is non-negative by Bochner’s theorem. The deriva-
tion of (5) from the Itô-Schrödinger equation (2) is immediate since moments of the wavefunc-
tion satisfy closed-form equations. Starting from (2) and writing the stochastic equation for
the Wigner transform, a direct application of the Itô calculus yields that aη solves (5) with an
initial condition aη0 := E{Wη[ψ0

η]}, see for instance [20]. It then suffices to pass to the limit
in the initial condition to obtain the convergence of aη to a.

Whereas the limit of E{Wη} can be characterized in various settings, much less is known
about the limit of the whole process Wη. It is proved in [4], under additional hypotheses on
the Wigner transform (basically it is given by a mixed state so as to obtain L2 estimates),
that Wη[ψη], with ψη the solution to (1), converges weakly and in probability to its average
E{Wη[ψη]}, that is

P
(
|〈Wη(z), ϕ〉 − 〈aη(z), ϕ〉| ≥ δ

)
→ 0, uniformly on compact intervals.

Above, ϕ is a test function in the Schwarz space S(R2d) and 〈·, ·〉 denotes the S ′ − S duality
product, where S ′ is the space of tempered distributions. The latter result means that the
Wigner transform is self-averaging. This is an important property for instance in the analysis
of the refocusing properties of time-reversed waves [4, 9, 21, 14] for which it is shown that
the quality of refocusing is independent of the local fluctuations of the random medium and
hence only depends on macroscopic characteristics. The statistical stability of waves is also
a fundamental requirement for applications to imaging or detection in complex media: a het-
erogeneous medium with unknown local variations is often modeled as a particular realization
of a random medium with given macroscopic quantities (that are known or to be estimated).
The inverse problem of the reconstruction of an inclusion embedded in the medium is then
done through radiative transfer equations derived from ensemble averages of observables and
not on a single realization, see [5, 6, 8]. It is thus important that these observables do not
differ significantly for two different realizations of the random medium.

In the Itô-Schrödinger regime, the convergence of Wη to its average can be made precise so
as to obtain information on the rate of convergence or on the size of the averaging domain that
is needed to obtain statistical stability (typically the size of the support of the test function
ϕ), see e.g. [2, 7, 20]. This is rendered possible by the fact that the scintillation function Jη

(or covariance function), defined as

Jη(z,x,k,y,p) = E{Wη(z,x,k)Wη(z,y,p)} − E{Wη(z,x,k)}E{Wη(z,y,p)}, (6)
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solves the closed-form equation( ∂
∂z

+ T2 + 2R0 −Q2 −Kη

)
Jη = Kηaη ⊗ aη, (7)

equipped with vanishing initial conditions Jη(0,x,k,y,p) = 0 when the initial condition of
the Schrödinger equation is deterministic. Here, we have defined

T2 = k · ∇x + p · ∇y,

Q2h =
∫

R2d

(
R̂(k− k′)δ(p− p′) + R̂(p− p′)δ(k− k′)

)
h(x,k′,y,p′)dk′dp′,

Kηh =
∑

εi,εj=±1

εiεj

∫
R2d

R̂(u)ei
(x−y)·u

η h
(
x,k + εi

u
2
,y,p + εj

u
2

)
du.

(8)

Above, δ is the Dirac distribution. Equation (7) is obtained by computing the fourth moment
of the wave function, see [2]. The analysis of (7) and of the highly oscillating operator Kη

shows that Jη converges weakly to zero, which implies the convergence of Wη in probability
thanks to the Chebyshev inequality

P
(
|〈Wη(z), ϕ〉 − 〈aη(z), ϕ〉| ≥ ε

)
≤ 1
ε2
〈Jη(z), ϕ⊗ ϕ〉,

with (ϕ⊗ ϕ)(x,k,y,p) := ϕ(x,k)ϕ(y,p).
The objectives of the present paper are twofold: (i) refine and complement the convergence

estimates obtained in [7]; and (ii) characterize the dynamics of the statistical instabilities by
computing the limit of the first-order corrector of Jη for practically useful (pure state) initial
conditions. This requires us to define a functional setting adapted to Wigner transforms and
to a precise analysis of (7) and of the oscillating operator Kη. The outcome is a complete
characterization of the propagation of the statistical instabilities. We show that their dynam-
ics are driven by a transport equation with a non-vanishing initial condition or source term
depending on the singularities of the initial condition of the Schrödinger equation.

The paper is structured as follows. In section 2, we present our assumptions and describe
the main results. Theorem 1 gives a convergence rate of the scintillation function, while
theorem 2 shows that the obtained rate is optimal for particular initial conditions and provides
us with an asymptotic model for the propagation of the statistical instabilities. In section 3,
we introduce the functional setting adapted to the problem and prove preliminary results on
the operator Kη and on the well-posedness of both the 2-transport and 4-transport equations
(5) and (7), respectively. In section 4, we prove theorems 1 and 2.

2 Main results.

We present in this section the main results of the paper. We give existence and uniqueness
results for the Itô-Schrödinger equation (2), present our main assumptions, and state our main
results in theorems 2.1 and 2.2.

To be consistent with the usual notation for the time-dependent Schrödinger equation,
we relabel the variable z as t. We assume that the initial condition ψ0

η is deterministic (i.e.,
independent of the random medium) and uniformly bounded with respect to η in L2(Rd).
We assume that our random medium has sufficiently short range correlations so that R̂ ∈
L1(Rd) ∩ L∞(Rd). In such a setting, it is proved in [12] that (2) admits a unique solution
ψη(t,x, ω) ∈ C0([0,∞), L2(Rd)), P a.e., such that, ∀t > 0,

‖ψη(t, ·)‖L2(Rd) ≤ ‖ψ0
η‖L2(Rd) ≤ C,
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with probability one for some constant C independent of η. Moreover, ψη admits moments of
arbitrary order so that its Wigner transform and related scintillation function are well-defined.
Let aη0 := E{Wη[ψ0

η]} = Wη[ψ0
η], where Wη is defined in (4).

Let Faη0 be the Fourier transform of aη0 and Fxaη0 (resp. Fkaη0) be its partial Fourier
transform with respect to x (resp. k). Two important quantities are the L1 norms of Fxaη0

and Fkaη0. Denoting by a . b the inequality a ≤ Cb, where C > 0 is some universal constant,
this leads us to make the following hypotheses on aη0:

Hypotheses H: F∇p
xaη0 ∈ L∞(R2d), Fx∇p

xaη0 ∈ L1(R2d), Fk∇p
xaη0 ∈ L1(R2d), for p = 0

or 1 (with the convention that ∇0
xaη0 := aη0) with the following estimates, for (α, β) ∈ R2

verifying 0 ≤ α ≤ 1 and 0 ≤ β ≤ 1:

‖F∇xaη0‖L∞(R2d) . η−α,

‖Fx∇p
xaη0‖L1(R2d) . η−(d+p)α and ‖Fk∇p

xaη0‖L1(R2d) . η−dβ−pα.

For instance, when ψ0
η ∈ S(Rd), it follows from

Fxaη0(u,p) =
1
ηd
Fψη0

(
p
η

+
u
2

)
Fψη0

(
p
η
− u

2

)
,

Fkaη0(x, ξ) = ψη0

(
x +

η

2
ξ
)
ψη0

(
x− η

2
ξ
)
,

that F∇p
xaη0 ∈ L∞(R2d), Fx∇p

xaη0 ∈ L1(R2d), and Fk∇p
xaη0 ∈ L1(R2d) for p = 0 or 1, though

the norms are not bounded uniformly in η. The relevance of the above hypothesis is better
explained by looking at the following examples.

Typical initial conditions. Let us consider initial conditions ψη(x, 0) oscillating at frequen-
cies of order η−1 and with a spatial support of size ηα for 0 ≤ α ≤ 1. The parameter α
quantifies the macroscopic concentration of the initial condition. The simplest example is a
modulated plane wave of the form:

ψ(1)
η (x) =

1

η
dα
2

χ
(x− x0

ηα

)
e
i
(x−x0)·k0

η , (9)

where χ ∈ S(Rd). The direction of propagation is given by k0. Note that the above sequence
of initial conditions is indeed uniformly bounded in L2(Rd), and that the related Wigner
transform reads

aη0(x,k) =
1
ηd
a0

(
x− x0

ηα
,
k− k0

η1−α

)
, (10)

where a0(x,k) is the Wigner transform of the rescaled initial condition ψ
(1)
1 . Such an initial

condition then verifies hypotheses H with β = 1− α. The parameter α measures the concen-
tration of the initial conditions in the spatial variables while β measures that in the momentum
variables. We restrict α and β to be less than one to ensure that η−1 is the highest frequency
in the problem. Allowing for higher frequencies while still considering a Wigner transform
at the frequency η−1 will lead to vanishing limiting Wigner transforms and would be of little
interest for then energy is lost when passing to the limit, see e.g. [16, 18].

As another example of initial conditions, we consider

ψ(2)
η (x) =

1

η
(d−1)α+1

2

χ
( x
ηα

)
J0

( |k0||x|
η

)
, (11)

where J0 is the zero-th order Bessel function of the first kind. Such an initial condition is
supported in the Fourier domain in the vicinity of wavenumbers k such that |k| = |k0| so that
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ψ
(2)
η emits radiation isotropically at wavenumber |k0|; see [5, 6] for more details. We again

verify that the above sequence of initial conditions is indeed uniformly bounded in L2(Rd) and

satisfies H with α = 1− β. For this, we use that J0(z) =
√

2
πz cos(z − π

4 ) +O(z−3/2) and the
fact that ∇xaη0 is the Wigner transform of

1

η
(d−1)α+3

2

(∇χ)
( x
ηα

)
J0

( |k0||x|
η

)
,

since J0(|x|) = J0(−|x|) so that the gradients of J0(|x|) and J0(|x|) cancel in the computation.

Since the scintillation function Jη is itself oscillatory, the limit depends at which scale it is
measured. We thus define localized test functions of the form:

ϕη,s1,s2(x,k) =
1

ηd(s1+s2)
ϕ
( x
ηs1

,
k− k1

ηs2

)
, (12)

where (s1, s2) ∈ R2 and k1 ∈ Rd and ϕ ∈ S(R2d). In this paper, we do not optimize the
convergence rates as a function of s1 and s2 so as to obtain statistical stability for averaging
domains as small as possible. We refer to [7] for such results, where it is shown for instance
that for initial conditions with large support, that is for α = 0, then we only need s1 < 1 to
obtain statistical stability, which amounts to averaging the energy density over a domain of
typical size η1−δ, with δ > 0.

Our first main result is the following:

Theorem 2.1 Let d ≥ 2 and assume that hypotheses H are satisfied. Then, the scintillation
function Jη verifies the following estimate, uniformly on compact intervals:

〈Jη(t), ϕη,s1,s2 ⊗ ϕη,s1,s2〉 . gd(η),

gd(η) = ηd(1−α)−2d(s1+s2)
[
η2(1−α)−s1−s1∨s2+(α−β)∨0

]
∨ η1−β+((α−β)∨0)∧((d−1)(1−α−β)+α), d ≥ 3,

g2(η) = η2(1−α)−4(s1+s2)
[
η2(1−α)−s1−s1∨s2+(α−β)∨0

]
∨
[
η1−β

(
ηα−β(1 + | log ηα−β|)

)
∧ 1
]
.

Here, 〈·, ·〉 denotes the S′ − S duality product, a ∧ b = min(a, b), a ∨ b = max(a, b) and
(ϕ⊗ ϕ)(x,k,y,p) := ϕ(x,k)ϕ(y,p).

Theorem 2.1 is a refined version of the result of [7]. It is shown in theorem 2.2 that the
rate of convergence of Jη is optimal when the test function ϕ is smooth (s1 = s2 = 0) and
for initial conditions of the form (9). Since the proof of theorem 2.1 does not depend on
the particular form of the initial conditions, we expect the rate to be optimal for any initial
conditions satisfying hypotheses H, although we do not have a proof for such a statement yet.
Our second result is as follows.

Theorem 2.2 Assume the initial condition ψ0
η has the form (9). Then under the assumptions

and notations of theorem 2.1, we have, for 0 < α < 1,

Jη = η(d+2)(1−α)+(2α−1)∨0 J1
α + ηd(1−α)+α(

[
η2α−1fd(η)

]
∧ 1) J2

α + rη,

where fd = 1 when d ≥ 3 and f2 = 1 + | log ηα−β|, where rη is negligible compared to the first
two terms in the L∞((0, T ),S ′(R4d))− ∗ topology, and where we have defined

Jη = ηd J2
0 + rη when α = 0, and Jη = η J1

1 + rη when α = 1.
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Here, J1
α ∈ C0([0, T ], Z ′) when α < 1 and J1

1 ∈ C0([0, T ], X∞) and J2
α ∈ C0([0, T ], X∞) are

distributional solutions to the following 4-transport equation,( ∂
∂t

+ T2 + 2R0 −Q2

)
J i

α = Si
α, J i

α(t = 0, ·) = J i,0
α . (13)

The spaces Z ′ and X∞ are defined in section 3. For i = 1, 2, we have Si
α = 0 when α > 1

2 and
J i,0

α = 0 when α ≤ 1
2 , and

Si
α = ji

α when 0 ≤ α ≤ 1
2

and J i,0
α = ji

α(0, ·) when
1
2
< α < 1.

The source terms have different expressions when i = 1 and i = 2.
• For i = 1, we have

j1α(t,x,k,y,p) = δ(x− x0 − tk) δ(y − x0 − tp)(∇δ)T (k− k0)Mα(t) (∇δ)(p− k0),

(M
1
2 (t))ij = R̂(0)

∫
Rd

F∂xia0 ⊗ ∂yja0(w, tw,−w,−tw) dw,

(Mα(t))ij = Mij = (M
1
2 (0))ij , 0 ≤ α <

1
2
,

(Mα(0))ij =
∫ ∞

0
(M

1
2 (t))ij dt,

1
2
< α < 1.

The above matrices are well-defined and for 0 ≤ α < 1, we have

|(Mα)ij | ≤ R̂(0)‖F∂yja0‖L∞(R2d)

(
‖Fx∂xia0‖L1(R2d) + ‖Fk∂xia0‖L1(R2d)

)
.

When α = 1, we have

J1,0
1 (x,k,y,p) =

(
π

∫
Rd

dwR̂(w)δ(w · (k− p))G(w,k− k0,p− k0)

+ i p.v.
∫

Rd

dwR̂(w)
1

w · (k− p)
G(w,k− k0,p− k0)

)
δ(x− y)δ(x− x0)

G(w,k,p) =
[
Fxa0(−w,k +

w
2

)−Fxa0(−w,k− w
2

)
][
Fxa0(w,p +

w
2

)−Fxa0(w,p−
w
2

)
]
.

Moreover, the initial condition J1,0
1 belongs to X∞, is real-valued, and the principal value

contribution vanishes when a0 is even with respect to the variable x.
• For i = 2, we have

j2α(t,x,k,y,p) = 2 δ(x− y)
(
σα(t,x,k− k0)δ(p− k)− σα(t,x,p− p0)δ(k− k0)

−σα(t,x,k− k0)δ(p− p0) + δ(k− k0)δ(p− p0)
∫

Rd

σα(t,x,k)dk
)
,

where the cross section σα depends on the value of α and on the spatial dimension:

σ0(t,x,p) = (2π)d R̂2(p)
∫ t

0
dτe−2R0(t−τ)|Fka0(x− x0 − k0t− (t− τ)

1
2
p,−τp)|2,

σα(t,x,k) = δ(x− x0 − tk0)σα(t,k), α > 0,

σ 1
2
(t,k) = R̂2(k)

∫ ∞

0

∫
Rd

|Fa0(w, tw − τk)|2dwdτ,

σα(t,k) = σ(k) = σ 1
2
(0,k), 0 < α <

1
2
,

σα(0,k) =
∫ ∞

0
σ 1

2
(t,k)dt,

1
2
< α < 1, d ≥ 3,

σα(0,k) = R̂2(k)
∫ ∞

0

∫
Rd

|Fa0(τk,w)|2dwdτ, 1
2
< α < 1, d = 2.
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Moreover, σ0 ∈ C0([0, T ], L1(Rd × Rd)), σα(t,k) ∈ L1(R+ × Rd) for 0 < α ≤ 1
2 and σα(0,k) ∈

L1(Rd) for 1
2 < α < 1.

Theorem 2.2 indicates how the statistical instabilities propagate. Depending on the value
of α, either the first term or the second term dominates in the decomposition of Jη. When
d ≥ 3, the critical value of α is α? = 2

3 : when α < α?, then the term involving J2
α is the leading

one, while the term involving J1
α dominates when α > α?; when α = α?, both terms are of the

same order. Both J1
α and J2

α satisfy a 4-transport equation. Depending on whether α ≤ 1
2 or

α > 1
2 , the instabilities are created either by a source term or by an initial condition. J1

α is the
most singular term as the corresponding data in the transport equation are proportional to
delta distributions both in space and momentum (when α < 1) whereas the data corresponding
to J2

α are more regular in the momentum variables. Let us examine the different scenarios
depending on the value of α.

Case 0 < α ≤ 1
2 . The initial condition aη0 is more singular in the momentum variables

than in the spatial variables, with comparable singularities when α = 1
2 . The instabilities are

created by the ballistic part of the wave through the source term j2α supported at the spatial
points x = y = x0 − tk0 with four configurations for the momentum k and p: (i) k = p, the
amplitude of k is given by σ 1

2
(0,k − k0) when α < 1

2 and by σ 1
2
(t,p − p0) when α = 1

2 ; (ii)
k = k0, the amplitude of p is given by σ 1

2
(0,p− p0); (iii) p = p0, the amplitude of k is given

by σ 1
2
(0,k − k0); (iv) k = p = k0. Instabilities are thus created along the wave propagation

in the direction of the initial condition k0 but also in other directions.

Case 1
2 < α < 1. The initial condition aη0 is more singular in the spatial variables than

in the momentum variables. This results in a stronger localization of the instabilities, which
undergo more scattering and decrease exponentially with time. They are generated by an
initial condition given by j1α(0, ·) when α > α? and j2α(0, ·) when α < α?. When α < α?,
instabilities are created at x = y = x0 with the same momentum configuration as the case
0 < α ≤ 1

2 . When α > α?, instabilities are still created at x = y = x0 but with momentum
k = p = k0. Note that these instabilities are fairly singular since they are defined in this case
by gradients of delta distributions.

Case α = 1. This the most unstable case since instabilities are of order η. Since in this
configuration the initial condition aη0 is regular with respect to k, instabilities are created at
x = y = x0 in all directions, which can be seen from the definition of J1,0

1 , which is more
regular in the momentum variables than J1,0

α for α < 1.

Case α = 0. This is the most stable case since instabilities are of order ηd. The initial
condition is regular with respect to the spatial variables so that the source term j20 is also
regular. The situation is essentially the same as the case 0 < α ≤ 1

2 . The main difference
is that the instabilities are created not only at the ballistic position at time t (that is at
x = x0 − kt), but on a larger domain related to the spatial support of a0.

Finally, we remark that in the most stable configurations (when α < 1
2), the instabilities persist

with time while they decrease for more unstable configurations (when α > 1
2). When d = 2,

the situation is similar: only the values of α? and σα change. Both theorems are proved in
section 4. Section 3 concerns important preliminary results needed for the proof.

3 Functional spaces and preliminary results.

In this section, we introduce several functional spaces for the analysis of the operator Kη

and of the 2-transport and 4-transport equations. We give some important estimates for Kη
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and present well-posedness results for the transport equations. The functional spaces are
constructed to fulfill several requirements: first, the operator norm of Kη must be small with
respect to η � 1 in a space for which the 4-transport equation is stable, so that from a bound
on Kη we can deduce a bound on the scintillation function Jη; second, the spaces should be
large enough so that Kηaη⊗aη can be controlled by some norms of aη well-adapted to Wigner
transforms. For the first requirement, a prototype space is Xp introduced below, while for
the second, the Yp spaces are adapted. In particular, the Wigner transform of a η-uniformly
L2-bounded function is bounded in Y∞ independently of η.

3.1 Functional spaces.

To analyze the 4-transport equation, we define Xp (for 1 ≤ p ≤ ∞), and Z the spaces of
tempered distributions h in S ′(R4d) such that

‖h‖p
Xp

= sup
v,ζ∈Rd

∫
Rd

sup
ξ∈Rd

|Fh(u, ξ,v, ζ)|pdu <∞, 1 ≤ p <∞

‖h‖X∞ = sup
u,ζ,v,ξ∈Rd

|Fh(u, ξ,v, ζ)| <∞,

‖h‖Z = (2π)−4d

∫
R4d

ω(u, ξ,v, ζ)|Fh(u, ξ,v, ζ)|dξdudvdζ <∞,

ω(u, ξ,v, ζ) = (1 + |ξ|+ |ξ||u|+ |u|2)(1 + |ζ|+ |ζ||v|+ |v|2).

Here |u| is the Euclidean norm of the vector u. We denote by Z ′ the dual of Z. Above, we
identified the Fourier transform of the distribution h with the function Fh. For the analysis
of the 2-transport equation, we introduce spaces of tempered distributions defined by

‖h‖p
Yp

=
∫

Rd

sup
ξ∈Rd

|Fh(u, ξ)|pdu <∞, 1 ≤ p <∞

‖h‖Y∞ = sup
u,ξ∈Rd

|Fh(u, ξ)| <∞,

‖h‖Y = sup
ξ∈Rd

∫
Rd

|Fh(u, ξ)|du <∞, ‖h‖
Ỹ

= sup
u∈Rd

∫
Rd

|Fh(u, ξ)|dξ <∞.

Note the inclusion Y1 ⊂ Y . Using the fact the Lebesgue Lp spaces are Banach and that the
Fourier transform is an isomorphism from S ′ to S ′, it can be easily seen that the above spaces
are Banach.

3.2 Estimates for Kη.

The latter spaces are well-adapted to the estimation of the scintillation operator Kη. More
precisely, we have the following result:

Lemma 3.1 Assume that R̂ ∈ L1(Rd) ∩ L∞(Rd). Then for 1 ≤ p ≤ ∞,

(i) Kη is bounded in Xp and
‖Kη‖L(Xp) ≤ 4‖R̂‖L1(Rd). (14)

(ii) Let µ ∈ Yp, ν ∈ Y . Then

‖Kη µ⊗ ν‖Xp ≤ 4 ηd ‖R̂‖L∞(Rd)‖µ‖Yp‖ν‖Y , (15)
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(iii) Let µ ∈ Y∞, ∇xµ ∈ Y∞, ν ∈ Y , ∇yν ∈ Y . Then

‖Kη µ⊗ ν‖Z′ ≤ ηd+2 ‖R̂‖L∞(Rd) (‖∇xµ‖Y∞‖∇yν‖Y + ‖∇xµ‖Y∞‖ν‖Y

+‖µ‖Y∞‖∇yν‖Y + ‖µ‖Y∞‖ν‖Y ) . (16)

Proof. With obvious notation, we recast Kη =
∑

εi,εj
εiεjK

ij
η . Let h ∈ Xp. Then we have

FKij
η h =

∫
Rd

eiw·(
1
2
εiξ+ 1

2
εjζ)R̂(w)Fh

(
u− w

η
, ξ,v +

w
η
, ζ

)
dw,

so that using the Hölder inequality with 1 = 1
p + 1

p′ and 1 ≤ p <∞,

‖Kij
η h‖

p
Xp

≤ sup
v,ζ∈Rd

∫
Rd

sup
ξ∈Rd

∣∣∣ ∫
Rd

|R̂(w)Fh
(
u− w

η
, ξ,v +

w
η
, ζ
)
|dw

∣∣∣pdu,
≤ ‖R̂‖

p
p′

L1(Rd)
sup

v,ζ∈Rd

∫
Rd

sup
ξ∈Rd

∫
Rd

|R̂(w)|
∣∣∣Fh(u− w

η
, ξ,v +

w
η
, ζ
)∣∣∣pdwdu ≤ ‖R̂‖p

L1(Rd)
‖h‖p

Xp
.

The case p = ∞ is addressed similarly. This proves (i). Let now h := µ⊗ ν. Upon performing
the change of variables w → ηw, we have

FKij
η µ⊗ ν = ηd

∫
Rd

eiηw·(
1
2
εiξ+ 1

2
εjζ)R̂(ηw)Fµ⊗ ν (u−w, ξ,v + w, ζ) dw,

so that

‖Kij
η h‖p

Xp
≤ ηd sup

v,ζ∈Rd

∫
Rd

sup
ξ∈Rd

∣∣∣∣∫
Rd

|R̂(η(w − v))Fµ⊗ ν (v + u−w, ξ,w, ζ) |dw
∣∣∣∣p du,

≤ ηd ‖R̂‖p
L∞(Rd)

‖ν‖
p
p′
Y sup

v,ζ∈Rd

∫
Rd

sup
ξ∈Rd

∫
Rd

|Fµ(v + u−w, ξ)|p|Fν (w, ζ) |dwdu,

≤ ηd ‖R̂‖p
L∞(Rd)

‖µ‖p
Yp
‖ν‖p

Y ,

which proves (ii). To prove (iii), we sum εiεjK
ij
η over i and j and combine the exponentials to

find:

FKη µ⊗ ν = −ηd+2

∫
Rd

fη(w, ξ, ζ) (w · ξ) (w · ζ)Fµ⊗ ν (u−w, ξ,v + w, ζ) dw,

where

fη(w, ξ, ζ) =
sin
(

1
2ηw · ξ

)
sin
(

1
2ηw · ζ

)(
1
2ηw · ξ

) (
1
2ηw · ζ

) R̂(ηw).

We then decompose the product (w · ξ) (w · ζ) into fours terms:

(w − u) · ξ (w + v) · ζ − (w − u) · ξ v · ζ + u · ξ (w + v) · ζ − u · ξ v · ζ.

Using this and the fact that (F∇xµ)(u, ξ) = iu(Fµ)(u, ξ), we also decompose FKηµ ⊗ ν

accordingly into fours terms FKj
ηµ⊗ ν, j = 1, · · · , 4 that read:

FK1
η µ⊗ ν = −ηd+2

∫
Rd

fη(w, ξ, ζ) ξ (F∇xµ⊗∇yν (u−w, ξ,v + w, ζ)) ζ dw,

FK2
η µ⊗ ν = −iηd+2

∫
Rd

fη(w, ξ, ζ) ξ · F∇xµ⊗ ν (u−w, ξ,v + w, ζ) v · ζ dw,

FK3
η µ⊗ ν = iηd+2

∫
Rd

fη(w, ξ, ζ)u · ξFµ⊗∇yν (u−w, ξ,v + w, ζ) · ζ dw,

FK4
η µ⊗ ν = ηd+2

∫
Rd

fη(w, ξ, ζ)u · ξFµ⊗ ν (u−w, ξ,v + w, ζ)v · ζ dw.
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The term F∇xµ⊗∇yν has to be understood as the matrix (F∂xiµF∂yjν)i,j=1,··· ,d and F∇xµ⊗
ν as the vector (F∂xiµFν)i=1,··· ,d. We start to estimate the first term FK1

η µ⊗ ν. To simplify
the notation, we introduce the matrix-valued function A(u, ξ,v, ζ) :=

∫
Rd f

η(w, ξ, ζ)F∇xµ⊗
∇yν (u−w, ξ,v + w, ζ) dw. Let then ϕ be a test function in Z so that,∣∣∣∣∫

R4d

K1
η µ⊗ ν ϕ dxdkdydp

∣∣∣∣ = (2π)−4d

∣∣∣∣∫
R4d

FK1
η µ⊗ ν Fϕ, dudξdvdζ

∣∣∣∣
= (2π)−4dηd+2

∣∣∣∣∫
R4d

du dv dξ dζ ξA(u, ξ,v, ζ) ζ Fϕ(u, ξ,v, ζ)
∣∣

≤ (2π)−4dηd+2‖A‖L∞(R4d)

∫
R4d

|ξ||ζ||Fϕ(u, ξ,v, ζ)|dudξdvdζ ≤ ηd+2‖A‖L∞(R4d)‖ϕ‖Z .

Since ‖f‖L∞(R3d) ≤ ‖R̂‖L∞(Rd), following exactly the same lines as (ii), we find

‖A‖L∞(R4d) ≤ ‖R̂‖L∞(Rd) ‖∇yµ‖Y∞ ‖∇xν‖Y .

Proceeding in the same way for Ki
η, i = 2, 3, 4 and using the definition of the space Z to control

the different weights involving u,v, ξ, ζ, (16) then follows by duality.

Remark 3.2 In items (ii) and (iii) of lemma 3.1, the roles of µ and ν are symmetrical so
that they can be interchanged in the above estimates. For instance, for µ ∈ Y and ν ∈ Yp, we
have

‖Kη µ⊗ ν‖Xp ≤ 4 ηd ‖R̂‖L∞(Rd)‖ν‖Yp‖µ‖Y .

Item (ii) of lemma 3.1 states that when aη is regular enough, say aη ∈ Yp ∩ Y with norms
not too singular in η, then Kηaη ⊗ aη tends to zero in Xp for instance. When the transport
equation (7) is well-posed in Xp, this implies that Jη goes to zero as well and therefore we
obtain statistical stability. Item (iii) provides us with an optimal rate of convergence needed
to capture the behavior of the first-order corrector.

3.3 Well-posedness of the 4-transport equation.

In this section, we show that the 4-transport equation( ∂
∂t

+ T2 + 2R0 −Q2 −Kη

)
a = S, a(t = 0, ·) = a0, (17)

is well-posed in the Xp spaces and prove related stability estimates. Here, R0 := (2π)dR(0),
R̂ ∈ L1(Rd) ∩ L∞(Rd), where R is the correlation function defined in (3), and T2, Q2 and Kη

are defined in (8). We show that when the operator Kη vanishes, the equation is also stable
(in the sense that the homogeneity in η is the same as for the data) in Z ′ while this is not the
case when Kη is not zero. We first recast (17) as the integral equation

a(t) = e−2R0tG2
t a0 +

∫ t

0
e−2R0(t−s)G2

t−s[Q2 +Kη]a(s)ds+ S1(t), (18)

where G2
t is the transport group defined as

G2
t a(x,p,y,q) := a(x− tp,p,y − tq,q), t ∈ R,

and

S1(t) =
∫ t

0
e−2R0(t−s)G2

t−sS(s)ds.

The existence and uniqueness of solutions to (18) is a consequence of the following lemma:
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Lemma 3.3 For t ∈ R+, G2
t and Q2 are continuous in Xp and Z ′ with

‖G2
t ‖L(Xp) ≤ 1, ‖G2

t ‖L(Z′) ≤ 4(1 + t)2, ‖Q2‖L(Xp) ≤ 2R0, ‖Q2‖L(Z′) ≤ 2R0.

Proof. We have by Fourier transform:

FG2
t ϕ = Fϕ(u, ξ + tu,v, ζ + tv),

FQ2ϕ = (2π)d(R(ξ) +R(ζ))Fϕ(u, ξ,v, ζ),

so that the continuity of G2
t in Xp follows by simple inspection. The same holds for Q2 in Xp

and Z ′ since R0 = (2π)dR(0) = (2π)d‖R‖L∞(Rd), recalling that R is a correlation function.
Regarding the continuity in Z ′ for G2

t , we have for any ϕ ∈ Z, t ≥ 0,

‖G2
−tϕ‖Z = (2π)−4d

∫
R4d

(1 + |u|2 + |u||ξ|+ |ξ|)(1 + |v|2 + |v||ζ|+ |ζ|)

|Fϕ(u, ξ − tu,v, ζ − tv)|dξdudvdζ,

≤
∫

R4d

(1 + t+ (1 + 2t)|u|2 + |u||ξ|+ |ξ|)(1 + t+ (1 + 2t)|v|2 + |v||ζ|+ |ζ|)

|Fϕ(u, ξ,v, ζ)|dξdudvdζ (2π)−4d ≤ 4(1 + t)2‖ϕ‖Z ,

which yields by duality that ‖G2
t ‖L(Z′) ≤ 4(1 + t)2.

We can now state the following corollary:

Corollary 3.4 Assume that a0 ∈ Xp and S1 ∈ C0([0, T ], Xp), for any T > 0 and 1 ≤ p ≤ ∞.
Then, (18) admits a unique solution in C0([0, T ], Xp) such that:

‖a‖C0([0,T ],Xp) ≤ ‖a0‖Xp + e6R0T ‖S1‖C0([0,T ],Xp). (19)

When Kη := 0, then (17) has a unique solution in C0([0, T ], Z ′) such that

‖a‖C0([0,T ],Z′) ≤ 4(1 + T )2‖a0‖Z′ + e8R0(1+T )2‖S1‖C0([0,T ],Z′). (20)

Proof. According to item (i) of lemma 3.1, Kη is continuous in Xp so that using lemma
3.3, the operator

a 7→
∫ t

0
e−2R0(t−s)G2

t−s[Q2 +Kη]a(s)ds

is also continuous in C0([0, T ], Xp). Existence and uniqueness then follow from standard fixed
point theorems while estimate (19) follows from the continuity of G2

t when S1 := 0. When
a0 := 0, (19) is an application of the Gronwall lemma, using the fact that ‖Kη‖L(Xp) ≤
4‖R̂‖L1(Rd) = 4R0 since R is a correlation function.

The well-posedness of the 4-transport equation in Z ′ when Kη := 0 and estimate (20) are
also easy applications of lemma 3.3, fixed point theorems and the Gronwall lemma.

3.4 Well-posedness of the 2-transport equation.

That section deals with the classical kinetic equation:

∂a

∂t
+ p · ∇xa+R0 a = Qa+ S, a(0,x,p) = a0(x,p), (21)

(Qa)(t,x,p) =
∫

Rd

R̂(p− p′)a(t,x,p′)dp′.

We show that (21) is well-posed in the spaces Yp and Ỹ and that the non-ballistic part of the
solution is more regular than its ballistic counterpart. We obtain additional estimates that will
be used to prove that the scintillation is dominated by the ballistic component of the wave.
We have the following lemma:
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Lemma 3.5 Let E = Yp or Ỹ and assume that a0 ∈ E and S ∈ L1((0, T ), E) for any T > 0
and 1 ≤ p ≤ ∞. Then (21) admits a unique solution in C0([0, T ], E) such that

‖a‖C0([0,T ],E) ≤ ‖a0‖E + ‖S‖L1((0,T ),E). (22)

Let S := 0 and let a0(t,x,p) := a0(x− tp,p)e−R0t be the ballistic part of a. Then, assuming
that Fka0 ∈ L1(R2d), a0 ∈ Y1 ∩ Y∞, we have the following estimates for all t > 0:

‖(a− a0)(t, ·)‖Y . t1−d

∫
Rd

sup
v∈Rd

|Fa0(v, ξ)|dξ . t1−d‖Fka0‖L1(R2d), (23)

‖(a− a0)(t, ·)‖Y .
(
‖a0‖1/d

Y∞
‖a0‖1−1/d

Y1

)
∧
(
t ‖a0‖Y1

)
, (24)

‖(a− a0)(t, ·)‖
Ỹ

. ‖a0‖Y∞ . (25)

Proof. The proof is a direct application of the integral formulation of (21),

a(t) = e−R0tGta0 +
∫ t

0
e−R0(t−s)Gt−sQ(a(s) + S(s))ds,

where Gt is the free transport semigroup given by

Gta(x,p) := a(x− tp,p).

The operators Q and Gt are both continuous in E. Indeed, for ϕ ∈ E, we have:

FGtϕ = Fϕ(u, ξ + tu) and FQϕ = R(ξ)Fϕ(u, ξ),

so that
‖Gtϕ‖E ≤ ‖ϕ‖E and ‖Qϕ‖E ≤ ‖R‖L∞(Rd)‖ϕ‖E .

Existence and uniqueness as well as (22) are deduced as in lemma 3.4 from standard fixed
point theorems and from separate applications of the maximum principle and the Gronwall
lemma.

For S = 0, we have the following Neumann series expansion in terms of multiple scattering:

an(t) =
∫ t

0
e−R0(t−s)Gt−sQan−1(s)ds,

with the ballistic part a0(t,x,p) := e−R0ta0(x − tp,p). By induction, we find the following
expression for the Fourier transform of an:

Fan(t,u, ξ) = e−R0t

∫ t

0

∫ s1

0
· · ·
∫ sn−1

0
R(ξ + (t− s1)u) · · ·

R(ξ + (sn−1 − sn)u)Fa0(u, ξ + tu)ds1 · · · dsn. (26)

The change of variable ξ + tu → k yields

‖an(t, ·)‖Y ≤ e−R0t

n! td−n
‖R‖n

L∞(Rd)

∫
Rd

sup
v∈Rd

|Fa0(v,k)|dk,

≤ e−R0t

n! td−n
‖R‖n

L∞(Rd)‖Fka0‖L1(R2d).
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Summing over n ≥ 1 gives (23). Regarding (24), we have from (26) and after the change of
variable t− s1 → s1:

|Fan(t,u, ξ)| ≤ e−R0t

(n− 1)!
‖R‖n−1

L∞(Rd)
|Fa0(u, ξ + tu)|

∫ t

0
(t− s1)n−1R(ξ + s1u)ds1. (27)

In order to control the Y norm, we first need to integrate with respect to u, either Fa0 or
R and to obtain a regularization effect, the natural choice is R. Therefore, for 0 < t0 ≤ s1,
for a t0 ∈ R+ be set latter, we use R(ξ + s1u) after the change of variable s1u → u and can
thus control a0 in the Y∞ norm for which we expect uniform bounds when a0 is a Wigner
transform. When 0 ≤ s ≤ t0, we cannot use R since the time singularity is not integrable
and have to control a0 in Y1 norm instead which is more singular. Splitting the integral for
s1 ∈ [0, t0] and s1 ∈ [t0, t] then leads to

‖an(t, ·)‖Y ≤ e−R0t

(n− 1)!
‖R‖n−1

L∞(Rd)

(
(d− 1)−1tn−1|t1−d

0 − t1−d|‖R‖L1(Rd) ‖a0‖Y∞

+tn−1t0‖R‖L∞(Rd)‖a0‖Y1

)
.

Setting t0 = (‖a0‖1/d
Y∞
‖a0‖−1/d

Y1
) ∧ t and summing over n ≥ 1 then gives

‖a(t, ·)‖Y . ‖a0‖1/d
Y∞
‖a0‖1−1/d

Y1
+
(
‖a0‖1/d

Y∞
‖a0‖1−1/d

Y1

)
∧
(
t ‖a0‖Y1

)
.

From (27), we also have ‖a(t, ·)‖Y . t ‖a0‖Y1 so that taking the best estimate between the last
two ones gives (24). (25) is obtained by directly integrating R(ξ + s1u) w.r.t. ξ in (27).

4 Proof of the theorems.

In this section, we prove theorems 1 and 2. The rather long proof is split into several parts;
we first the outline the main ideas of the proof.

4.1 Outline of the proof.

We start with the integral formulation of the 4-transport equation (7) in terms of the transport
semi-group (G2

t ϕ)(x,k,y,p) = ϕ(x− tk,k,y− tq,q) and the scattering operator Q2. It reads

Jη(t) =
∫ t

0
e−2R0(t−s)G2

t−s(Q2 +Kη)Jη(s)ds+
∫ t

0
e−2R0(t−s)G2

t−sKηaη ⊗ aη(s)ds. (28)

Defining

TQϕ(t) :=
∫ t

0
e−2R0(t−s)G2

t−sQ2ϕ(s)ds ; TKη ϕ(t) :=
∫ t

0
e−2R0(t−s)G2

t−sKηϕ(s)ds,

T2η := TQ + TKη ; J0
η (t) :=

∫ t

0
e−2R0(t−s)G2

t−sKηaη ⊗ aη(s)ds,

we recast (28) as
Jη = T2ηJη + J0

η .

According to corollary 3.4, (28) admits a unique solution in Xp for 1 ≤ p ≤ ∞. As a conse-
quence, the dynamics of Jη is basically driven by that of J0

η . Depending on how is singular in
η the initial condition aη0, the behavior of Jη as η goes to zero can be very different. A first
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distinction is whether β > 0 or β = 0. By analogy with (9), the first case corresponds to initial
conditions localized in the momentum variables while the second corresponds to smooth initial
conditions in the momentum variables, regardless of the regularity with respect to the spatial
variables. The second case is the easier to treat since the dominant part of J0

η converges in the
X∞ norm and we can pass directly to the limit in the equation on Jη since it is stable in X∞,
leaving alone the term TKη Jη which requires a particular treatment. On the contrary, as soon
as the initial condition is singular in momentum, i.e. β > 0, J0

η does not converge in X∞ any
longer but rather in the smaller Fourier weighted space Z ′ so that its limit J0

0 involves some
derivatives in the physical space. We then cannot pass to the limit in the equation since it is
not stable in Z ′, the highly oscillating operator Kη having a norm of order η−1 in L(Z ′). We
are thus lead to study the convergence of Jη by setting Jη = J0

η + J1
η , so that J1

η solves

J1
η = T2ηJ

1
η + T2ηJ

0
η .

The convergence of J0
η can be completely characterized in Z ′ and is partly analyzed in section

4.2. It thus remains to analyze J1
η . To do so, we distinguish in the T2ηJ

0
η source term the

smooth part Q2 from the oscillating part Kη by splitting J1
η as J1

η = J1,Q
η + J1,K

η with

J1,Q
η = T2ηJ

1,Q
η + TQJ0

η , (29)

J1,K
η = T2ηJ

1,K
η + TKη J

0
η . (30)

The limit of J1
η also depends on the singularities of the initial condition, which determine

whether J1,Q
η or J1,K

η is the leading term. As long as the initial condition remains sufficiently
singular in the momentum variables compared to the spatial variables, which is mathematically
expressed by the relation β > 2α − 1 when d ≥ 3 (so that α < α? = 2

3 when β = 1 − α), the
dominant term in Jη is given by J1,K

η . The condition when d = 2 is slightly more complicated
but the main ideas are the same. In the case β < 2α − 1, the dominant term is J0

η + J1,Q
η .

When β = 2α − 1, both dynamics are of the same order and coexist. Another distinction is
whether α > β or not, that is whether the initial condition is more singular in the spatial
variables than in the momentum variables. When α ≤ β, the source of scintillation is given
by a source term in the limiting equation for the rescaled Jη. When α > β, it is given by an
initial condition. All cases can be treated within similar frameworks.

When the initial condition is singular in the spatial variables, i.e. α > 0, we show that
the dominant term in TKη J

0
η (which will be denoted by TKη J

00
η ) is induced by the ballistic part

of aη, so that TKη J
0
η can be replaced by TKη J

00
η for the X∞ strong topology in the equation

solved by J1,K
η . This requires the analysis of a double application of the operator Kη. When

the initial condition is regular in the spatial variables, that is α = 0, the ballistic and scattered
parts in J0

η are of the same order so the full TKη J
0
η has to be considered. The analysis of the

term TKη J
0
η is done in section 4.3. We show that the term TKη J

1,K
η is higher order in X∞ so

that the dominant term in J1,K
η basically solves a 4-transport equation with Kη := 0 and a

source term TKη J
00
η or TKη J

00
η for the particular case α = 0. It then suffices to compute the

limit of the source term in X∞ and pass to the limit in the equation. This is partly done in
section 4.4.

Regarding J1,Q
η , we need to take the limit in Z ′ since the source term TQJ0

η in (29) converges
in that space. This is not directly possible since the operator Kη is not bounded in L(Z ′).
Nevertheless, we take advantage of the regularizing properties of the G2

tQ2 operator in the
term TQJ0

η to prove that J1,Q
η has enough regularity so that TKη J

1,Q
η is of higher order and

can thus be neglected. This step is not possible when considering the term J0
η without the
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regularization of TQ. Hence, the operator T2η can be replaced by TQ and J1,Q
η is a morally a

solution to
J1,Q

η = TQJ1,Q
η + TQJ0

η ,

which is stable in Z ′ as proved in lemma 3.4 so that we can pass to the limit in the equation.
The term J1,Q

η is studied in section 4.5.
In sections 4.6 and 4.7, we give the proofs of theorems 1 and 2. One of the main math-

ematical tools used in the analysis is the dispersive properties of the transport semi-group
Gtϕ(x,p) := ϕ(x− tp,p). For instance, consider an initial condition of the form (9), applying
Gt and Fourier transforming it gives e−i(x0·u+k0·(ξ+tu))Fa0(ηαu, η1−α(ξ + tu)). To control the
Yp or Y norms, the latter expression needs to be integrated in u. When t = 0, this gives
a homogeneity of order η−αd without any possible refinement. When t > 0, that order is
optimal as long as α ≤ 1

2 . When α > 1
2 , the change of variable u = t−1(z− ξ) offers a control

proportional to t−dη(α−1)d, which becomes optimal as soon as t > η2α−1.

First estimates for aη. We give here some preliminary estimates for the solution aη of the
transport equation (5) with initial condition aη0.

Lemma 4.1 Let aη be the solution to (5) with initial condition aη0. Assume hypotheses H
are satisfied and let

Fη(t) := ηpα‖∇p
xaη(t)‖Y∞ + ηαd+pα‖∇p

xaη(t)‖Y1 + ηβd+pα‖∇p
xaη(t)‖Ỹ

,

for p = 0, 1, with the convention that ∇0
xa := a. Then, for any T > 0,

sup
t∈[0,T ]

Fη(t) . Fη(0) . 1. (31)

Proof. The case p = 0 is a consequence of the definition of the different spaces, the stability
of the transport equation proved in lemma 3.5 and of the fact that aη is the Wigner transform
of a regular L2-bounded function ψη. According to (22), we have, for E = Y1, Y∞, Ỹ :

sup
t∈[0,T ]

‖aη(t)‖E ≤ ‖aη(0)‖E ,

so that it remains to control ‖aη(0)‖E . We have

aη(0,x,k) = E
[

1
(2π)d

∫
Rd

eik·yψη(0,x−
η

2
y, ω)ψη(0,x +

η

2
y, ω)dy

]
,

with ‖ψη(0)‖2
L2(Rd×Ω,dx×P) = E

[∫
Rd

|ψη(0,x, ω)|2dx
]
≤ C, with C bounded independently of

η. Applying Fubini, we find, for the Fourier transform of aη,

Faη(0,u, ξ) = e−iη 1
2
u·ξ E

[∫
Rd

Fψη(t,u− v, ω)Fψη(t,v, ω)dv
]
,

so that the Fourier-Plancherel equality yields

‖aη(0)‖Y∞ . ‖ψη(0)‖2
L2(Rd×Ω,dx×P) ≤ C,

which gives the bound in Y∞. For the other estimates in Y1 and Ỹ , we have directly, according
to hypotheses H:

‖aη(0)‖Y1 ≤ ‖Fxaη0‖L1(R2d) . η−αd,

‖aη(0)‖
Ỹ

≤ ‖Fkaη0‖L1(R2d) . η−βd.
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Regarding the case p = 1, it suffices to notice that ∇xaη satisfies the same transport equation
as aη but with an initial condition ∇xaη0, so that following the same lines as above yields the
result.

4.2 The J0
η term.

We recall that J0
η and its ballistic part J00

η read

J0
η (t) =

∫ t

0
e−2R0(t−s)G2

t−sKηaη ⊗ aη(s)ds, J00
η (t) =

∫ t

0
e−2R0(t−s)G2

t−sKηa
0
η ⊗ a0

η(s)ds,

where a0
η(t,x,k) = e−R0taη0(x− tk,k) is the ballistic part of aη and aη0 the initial condition.

The main result of the section is the following:

Lemma 4.2 Assume hypotheses H are verified. Then, J0
η and J00

η satisfy the estimates, for
any T > 0:

sup
t∈[0,T ]

‖J0
η (t)− J00

η (t)‖X∞ .

{
ηd(1−α)+α+ 1

d−1
(d(α−β)−α)∨0 when d ≥ 3,

η2(1−α)+α(ηα−2β| log η|) ∧ 1 when d = 2,
(32)

sup
t∈[0,T ]

(
‖J0

η (t)‖X∞ + ‖J00
η (t)‖X∞

)
. ηd(1−α)+(α−β)∨0, (33)

sup
t∈[0,T ]

‖J0
η (t)− J00

η (t)‖Z′ .

{
ηd(1−α)+2−α+ 1

d−1
((d(α−β)−α)∨0 when d ≥ 3,

η2(1−α)+2−α(ηα−2β| log η|) ∧ 1 when d = 2,
(34)

sup
t∈[0,T ]

(
‖J0

η (t)‖Z′ + ‖J00
η (t)‖Z′

)
. η(d+2)(1−α)+(α−β)∨0, (35)

Here, a ∧ b = min(a, b) and a ∨ b = max(a, b).

Proof. We start with (32) and write

J0
η (t)− J00

η (t) =
∫ t

0
e−2R0(t−s)G2

t−sKη

(
(aη − a0

η)⊗ aη(s) + a0
η ⊗ (aη − a0

η)
)
ds. (36)

We then apply item (ii) of lemma 3.1 with first µ = a0
η and ν = aη − a0

η, and secondly with
ν = aη and µ = aη − a0

η according to remark 3.2, to find, for any s ≤ T ,

‖Kη

(
(aη − a0

η)⊗ aη + a0
η ⊗ (aη − a0

η)
)
(s)‖X∞ . ηd‖(aη − a0

η)(s)‖Y

(
‖aη(s)‖Y∞ + ‖a0

η‖Y∞

)
.

From lemma 4.1, we know that aη(s) is uniformly bounded in Y∞ with respect to η for all
s ≤ T , and so does a0

η. This leaves us with the norm of aη − a0
η in Y . According to (24) of

lemma 3.5, we have

‖(aη − a0
η)(s)‖Y . (‖aη0‖1/d

Y∞
‖aη0‖1−1/d

Y1
) ∧ (s‖aη0‖Y1) . η−dα+α ∧ (sη−αd) . η−αd(ηα ∧ s),

since ‖aη0‖Y∞ + ηαd‖aη0‖Y1 is uniformly bounded according to estimate (31). Consequently,
for all t ≤ T , owing the fact that the semi-group G2

t−s is continuous in X∞, see lemma 3.3,

‖J0
η (t)− J00

η (t)‖X∞ . ηd

∫ t

0
e−2R0(t−s)‖(aη − a0

η)(s)‖Y

(
‖aη(s)‖Y∞ + ‖a0

η‖Y∞
)
ds,

. t ηd(1−α)+α + ηd(1−α)+2α. (37)
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This proves (32) when d(α− β)−α ≤ 0. The estimate is not optimal for the remaining cases.
Therefore, instead of using (24) and to take advantage of the fact that the scattered part
aη − a0

η is smoother than the ballistic part a0
η, we use (23) to estimate aη − a0

η and split the
time integral in the definition of J0

η (t) − J00
η into contributions in [0, t0] and [t0, t]. For short

times, we proceed in the same manner as (37) and obtain the bound t0 ηd(1−α)+α +ηd(1−α)+2α.
For times larger than t0, we apply (23) and finally obtain, for all t ≤ T and t ≥ t0,

‖J0
η (t)− J00

η (t)‖X∞ . ηd(1−α)+2α + t0η
d(1−α)+α + ηd‖Fkaη0‖L1(R2d)

∫ t

t0

s1−dds,

. ηd(1−α)+2α + t0η
d(1−α)+α + hd(t0)ηd(1−β) + ηd(1−β),

where hd(t0) = t2−d
0 when d ≥ 3 and hd(t0) = | log t0| if d = 2. Recall that ‖Fkaη0‖L1(R2d) .

η−βd according to hypotheses H. Setting then t0 = η
1

d−1
(d(α−β)−α) when d ≥ 3 and t0 =

η2(α−β)−α| log η| when d = 2 gives (32) when t ≥ t0. When t < t0, we simply use (37). We
proceed analogously to estimate J00

η . We first have:

‖J00
η (t)‖X∞ ≤ ηd

∫ t

0
e−2R0(t−s)‖a0

η(s)‖Y ‖a0
η(s)‖Y∞ds,

so that, since a0
η is uniformly bounded in Y∞ and ∀s ≤ T ,

‖a0
η(s)‖Y ≤ ‖a0

η(s)‖Y1 . η−αd,

we find, for t ≤ T ,
‖J00

η (t)‖X∞ ≤ t ηd(1−α).

The latter estimate is used for the case α ≤ β; when β < α we need to split the time integral
over s in [0, t0] and [t0, t]. Using the fact that

‖a0
η(s)‖Y ≤ sup

ξ∈Rd

∫
Rd

|Faη0(u, ξ + su)|du,

≤ s−d

∫
Rd

sup
z∈Rd

|Faη0(z,u)|du ≤ s−d‖Fkaη0‖L1(R2d) . s−dη−βd,

we have for all t ≤ T ,

‖J00
η (t)‖X∞ . t0η

d(1−α) + t1−d
0 ηd(1−β) . ηd(1−α)+α−β ,

by setting t0 = ηα−β. This gives (33) for the J00
η part. Regarding the J0

η part, we simply
remark that, for any α, β ≥ 0, J0

η − J00
η is of order higher or equal than J00

η . Thus (33) is
proved.

The proof of (34) goes along the same lines as above, so that we just underline the differ-
ences. We start from (36) and use the stability of G2

t in Z ′ proved in lemma 3.3. Moreover,
item (iii) of lemma (3.1) gives

‖Kη (aη − a0
η)⊗ aη‖Z′ . ηd+2

(
‖∇x(aη − a0

η)‖Y ‖∇xaη‖Y∞ + ‖∇x(aη − a0
η)‖Y ‖aη‖Y∞

‖aη − a0
η‖Y ‖∇xaη‖Y∞ + ‖aη − a0

η‖Y ‖aη‖Y∞

)
.

The leading term in the latter expression is the first one since it involves two derivatives
∇x(aη − a0

η) and ∇xaη and is thus expected to be at least a factor η−α greater than the other
terms (see lemma 4.1) which we subsequently neglect. We then proceed exactly as for (32) by
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splitting the time integration for short and long times. The function ∇xaη is solution to the
same transport equation as aη with the initial condition replaced by ∇xaη0, and so we can use
(23) and (24) to find, for s > 0,

‖∇x(aη − a0
η)(s)‖Y . s1−d‖Fk∇xaη0‖L1(R2d) . s1−dη−dβ−α,

‖∇x(aη − a0
η)(s)‖Y . (‖∇xaη0‖1/d

Y∞
‖∇xaη0‖1−1/d

Y1
) ∧ (s ‖∇xaη0‖Y1) . η−dα(1 ∧ [η−αs]),

thanks to lemma 4.1 and hypotheses H. This finally yields, together with ηα‖∇xaη(t)‖Y∞ . 1
according to (31), for any t ≤ T ,

‖J0
η (t)− J00

η (t)‖Z′ . ηd(1−α)+2 + t0η
d(1−α)+2−α + ηd(1−β)+2(1−α)

∫ t

t0

s1−dds,

. ηd(1−α)+2 + t0η
d(1−α)+2−α + (hd(t0) + 1)ηd(1−β)+2(1−α),

where hd is the same as before. Setting t0 = η
1

d−1
(d(α−β)−α) when d ≥ 3 and t0 = η2(α−β)−α| log η|

when d = 2 gives (34). Regarding (35), using the estimates of lemma 4.1, we find

‖J00
η (t)‖Z′ . ηd+2

∫ t

0
‖∇xa

0
η(s)‖Y ‖∇xa

0
η(s)‖Y∞ds

. t0η
(d+2)(1−α) + t1−d

0 ηd(1−β)+2(1−α),

and setting t0 = ηα−β yields the estimate on J00
η in (35). Regarding J0

η , it suffices to notice
that J0

η = J0
η − J00

η + J00
η and that for any α, β ≥ 0, J0

η − J00
η is at best the same order as J00

η .
This concludes the proof of the lemma.

4.3 The terms TK
η J0

η .

We recall that TKη J
0
η reads

TKη J
0
η (t) :=

∫ t

0
e−2R0(t−s)G2

t−sKηJ
0
η (s)ds,

=
∫ t

0

∫ s

0
e−2R0(t−τ)G2

t−sKηG2
s−τ Kηaη ⊗ aη(τ)dsdτ, (38)

and involves a double application of the operator Kη that needs to be treated carefully in order
to find optimal estimates. The Fourier transform of TKη J

0
η is given by

(FTKη J0
η )(t,u, ξ,v, ζ) = ηd

∫ t

0

∫ s

0

∫
R2d

dsdτdwdw′ e−2R0(t−τ)R̂(w′)R̂(ηw) (39)

×g(t, s, τ,u, ξ,v, ζ,w,w′)Faη ⊗ aη

(
τ,u−w − η−1w′,

ξ + (t− τ)u− η−1(s− τ)w′,v + w + η−1w′, ζ + (t− τ)v + η−1(s− τ)w′)
with

g(t, s, τ,u, ξ,v, ζ,w,w′) = 16 sin(w′ · (ξ + (t− s)u)/2) sin(w′ · (ζ + (t− s)v)/2)
× sin(ηw · (ξ + (t− τ)u− η−1(s− τ)w′)/2)× sin(ηw · (ζ + (t− τ)v + η−1(s− τ)w′)/2).

The term Faη ⊗ aη

(
τ,u, ξ,v, ζ) stands for Faη(τ,u, ξ)Faη(τ,v, ζ). The Fourier transform is

obtained by using that

(FKη h)(u, ξ,v, ζ) = −4ηd

∫
Rd

sin
(
ηw · ξ

2

)
sin
(
ηw · ζ

2

)
R̂(ηw)Fh (u−w, ξ,v + w, ζ) dw,

(FG2
t h)(u, ξ,v, ζ) = Fh(u, ξ + tu,v, ζ + tv),
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see the proof of lemma 3.1 for the first relation and that of lemma 3.3 for the second. Let us
consider functions of the form

Gη(t) =
∫ t

0

∫ s

0
e−2R0(t−τ)G2

t−sKηG2
s−τ Kηbη ⊗ cη(τ)dsdτ, t ≤ T,

for two functions bη and cη with cη satisfying the estimate (31) of lemma 4.1. The following
result will be used several times in the forthcoming sections:

Lemma 4.3 Let bη and cη be two functions in C0([0, T ], Y1 ∩ Y∞ ∩ Ỹ ) with cη satisfying (31)
for p = 0. Then, for any 0 ≤ t ≤ ηα,

‖Gη(t)‖X∞ .

(
ηd+1 sup

s∈[0,T ]
‖bη(s)‖

1
d

Ỹ
sup

s∈[0,T ]
‖bη(s)‖

1− 1
d

Y

)
∨

(
η2α+2d(1−α) sup

z∈[0,T ]
‖bη(z)‖Ỹ

)
,

and for any ηα ≤ t0 ≤ t ≤ T , ‖Gη(t)‖X∞ . A(t) ∧B(t, t0) ∧ C(t), where

A(t) =

(
t ηd+1−α sup

s∈[0,T ]
‖bη(s)‖

1
d

Ỹ
sup

s∈[0,T ]
‖bη(s)‖

1− 1
d

Y

)
∨

(
t ηα+2d(1−α) sup

z∈[0,T ]
‖bη(z)‖Ỹ

)
,

B(t, t0) = A(t0) + ηd+1−α

∫ t

t0

∫ 1

0
‖bη(s(1− η1−ατ1))‖Y sdsdτ1

+ηd+1−α(hd(t0) ∨ hd(t)) sup
z∈[0,T ]

‖bη(z)‖Ỹ
,

C(t) = t2ηd sup
z∈[0,T ]

‖bη(z)‖Y ,

where for x > 0, hd(x) = x2−d when d ≥ 3, hd(x) = | log x| when d = 2, a ∧ b = min(a, b) and
a ∨ b = max(a, b).

Proof. For a given time t0 ∈ [ηα, t], we split the integral over [0, t] into the two parts [0, t0]
and [t0, t] and denote by G1

η and G2
η the corresponding terms. When t0 = t, we only need to

treat G1
η since G2

η vanishes. This will give the A(t) part of the lemma. When t0 6= t, we need
to estimate G2

η as well and obtain the B(t, t0) part of the estimate. The C(t) part is direct
consequence of the continuity of G2

t in X∞.

First part: G1
η. Starting from (39), we make the change of variables w = u−w1 − η−1w′

and τ = s− τ1η
α to get:

(FG1
η)(t,u, ξ,v, ζ) = ηd+α

∫ t0

0

∫ s
ηα

0

∫
R2d

dsdτ1dw1dw′ e−2R0(t−s+ηατ1)R̂(w′)R̂(η(u−w1)−w′)

× g(t, s, s− ηατ1,u, ξ,v, ζ,u−w1 − η−1w′,w′) Fbη ⊗ cη
(
s− ηατ1,w1,

ξ + (t− s+ ηατ1)u− ηα−1τw′,v + u−w1, ζ + (t− s+ ηατ1)v + ηα−1τw′)
=
∫ t0

ηα

∫ t1

0
(·) dsdτ1 +

∫ t0

ηα

∫ sη−α

t1

(·) dsdτ1 +
∫ ηα

0

∫ sη−α

0
(·) dsdτ1 := I + II + III.

for a constant 0 < t1 ≤ 1 to be fixed later. Since |g| ≤ 16 uniformly in all variables, we find

sup
[0,T ]×R4d

|I| ≤ 16 ηd+α‖R̂‖L∞(Rd)

∫ t0

ηα

∫ t1

0
sup
z≤T

∫
R2d

ds1dτdw1dw′ R̂(w′)∣∣Fbη ⊗ cη
(
z,w1, ξ + (t− s+ ηατ1)u− ηα−1τw′,

v + u−w1, ζ + (t− s+ ηατ1)v + ηα−1τ1w′)∣∣
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≤ 16 t0 t1ηd+α‖R̂‖L∞(Rd)‖R̂‖L1(Rd) sup
z∈[0,T ]

‖bη(z)‖Y sup
z∈[0,T ]

‖cη(z)‖Y∞ . t0 t1η
d+α sup

z∈[0,T ]
‖bη(z)‖Y ,

since cη is uniformly bounded in Y∞ as it satisfies lemma 4.1. Concerning II, we perform the
change of variable w′ = f(w′

1) := η1−ατ−1
1 (−w′

1 + ξ + (t− s+ ηατ1)u) and w1 = v + u−w
so that:

II(t,u, ξ,v, ζ) = ηd+α+d(1−α)

∫ t0

ηα

∫ sη−α

t1

∫
R2d

dsdτ1dwdw′
1 e

−2R0(t−s+ηατ1)τ−d
1

×R̂(f(w′
1))R̂(η(w − v − f(w′

1))g(t, s, s− ηατ1,u, ξ,v, ζ,w − v − η−1f(w′
1), f(w′

1))
×Fbη ⊗ cη

(
s− ηατ1,v + u−w,w′

1,w, ζ + ξ + (t− s+ ηατ1)(v + u)−w′
1

)
.

We then find, since sη−α ≥ 1 and t1 ≤ 1,
∫ t0
ηα

∫ sη−α

t1
dsdτ1τ

−d
1 ≤ t1−d

1 t0, so that,

sup
[0,T ]×R4d

|II| ≤ 16 ηd+α+d(1−α)‖R̂‖2
L∞(Rd)

∫ t0

ηα

∫ sη−α

t1

sup
z≤T

∫
R2d

dsdτ1dwdw′
1 τ

−d
1∣∣Fbη ⊗ cη

(
z,v + u−w,w′

1,w, ζ + ξ + (t− s+ ηατ1)(v + u)−w′
1

)∣∣
. t1−d

1 t0 η
d+α+d(1−α) sup

z∈[0,T ]
‖bη(z)‖Ỹ

sup
z∈[0,T ]

‖cη(z)‖Y1 . t1−d
1 t0η

α+2d(1−α) sup
z∈[0,T ]

‖bη(z)‖Ỹ
,

since ‖cη(z)‖Y1 . η−αd for z ≤ T by lemma 4.1. Setting

t1 =
[
η1−2α

(
sup

z∈[0,T ]
‖bη(z)‖Ỹ

) 1
d
(

sup
z∈[0,T ]

‖bη(z)‖Y

)− 1
d
]
∧ 1,

gives:

sup
[0,T ]×R4d

(|I|+ |II|) .
(
t0η

d+1−α sup
s∈[0,T ]

‖bη(s)‖
1
d

Ỹ
sup

s∈[0,T ]
‖bη(s)‖

1− 1
d

Y

)
∨
(
t0 η

α+2d(1−α) sup
z∈[0,T ]

‖bη(z)‖Ỹ

)
. (40)

It remains to treat III. After the change of variable s = ηαs1, we find

η−αIII =
∫ t1

0

∫ s1

0
(·) ds1dτ1 +

∫ 1

t1

∫ t1

0
(·) ds1dτ1 +

∫ 1

t1

∫ s1

t1

(·) ds1dτ1, := III1 + III2 + III3,

for the t1 defined earlier. III1 and III2 are treated as I and III3 as II. This yields

sup
[0,T ]×R4d

|III1| . t21 η
d+α sup

z∈[0,T ]
‖bη(z)‖Y ,

sup
[0,T ]×R4d

|III2| . t1 η
d+α sup

z∈[0,T ]
‖bη(z)‖Y ,

sup
[0,T ]×R4d

|III3| . t1−d
1 ηα+2d(1−α) sup

z∈[0,T ]
‖bη(z)‖Ỹ

.

We then find the estimate:

sup
[0,T ]×R4d

|III| .
(
ηd+1 sup

s∈[0,T ]
‖bη(s)‖

1
d

Ỹ
sup

s∈[0,T ]
‖bη(s)‖

1− 1
d

Y

)
∨
(
η2α+2d(1−α) sup

z∈[0,T ]
‖bη(z)‖Ỹ

)
. (41)

Therefore, III is either negligible compared to I + II or is of the same order when α = 0. We
turn now to the second part.
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Second part: G2
η. Starting from a similar expression as (39), we make the change of variable

τ = s(1− η1−ατ1) and find

(FG2
η)(t,u, ξ,v, ζ) = ηd+(1−α)

∫ t

t0

∫ ηα−1

0

∫
R2d

dsdτ1dwdw′ e−2R0(t−s(1−η1−ατ1))

×R̂(w′)R̂(ηw)sg(t, s, s(1− η1−ατ1),u, ξ,v, ζ,w,w′) (42)
×Fbη ⊗ cη

(
s(1− η1−ατ1),u−w − η−1w′, ξ + (t− s(1− η1−ατ1))u− η−αsτ1w′,

v + w + η−1w′, ζ + (t− s(1− η1−ατ1))v + η−αsτ1w′).
We split the integral over τ1 in [0, 1] and [1, ηα−1] and denote by I1 and I2 the associated
terms. Regarding I1, we make the change of variable w = −w1 +u− η−1w′. We then control
cη by its Y∞ norm, bη by its Y norm and integrate R̂ with respect to w′. This yields the
following bound for I1, with g uniformly bounded in all variables:

sup
[0,T ]×R4d

|I1| . ηd+(1−α)‖R̂‖L∞(Rd)‖R̂‖L1(Rd) sup
z∈[0,T ]

‖cη(z)‖Y∞

×
∫ t

t0

∫ 1

0
‖bη(s(1− η1−ατ1))‖Y sdsdτ1,

. ηd+(1−α)

∫ t

t0

∫ 1

0
‖bη(s(1− η1−ατ1))‖Y sdsdτ1, (43)

since cη is uniformly bounded in Y∞. Regarding now I2, we perform in (42) (with the second
time integral replaced by [1, ηα−1]) the change of variables w = w1 − v − η−1w′ and w′ =
ηα(sτ1)−1(−w′

1 + ξ + (t − s(1 − η1−ατ1))u). Controlling cη by its Y1 norm and bη by its Ỹ
norm we find the estimate

sup
[0,T ]×R4d

|I2| . ηd(1+α)+(1−α)‖R̂‖2
L∞(Rd) sup

z∈[0,T ]
‖cη(z)‖Y1 sup

z∈[0,T ]
‖bη(z)‖Ỹ

∫ t

t0

s1−dds

∫ ∞

1

dτ1

τd
1

. (hd(t0) ∨ hd(t)) ηd+(1−α) sup
z∈[0,T ]

‖bη(z)‖Ỹ
, (44)

since supz∈[0,T ] ‖cη(z)‖Y1 . η−αd. Above, hd(x) is the same as before.

Last part: the C term. Starting from the definition of Gη, using the continuity of G2
t ,

together with item (ii) of lemma 3.1, we obtain, uniformly in t:

‖Gη(t)‖X∞ . t2ηd sup
z∈[0,T ]

‖bη(z)‖Y sup
z∈[0,T ]

‖cη(z)‖Y∞ ≤ t2ηd sup
z∈[0,T ]

‖bη(z)‖Y .

Conclusion. Setting first t0 = t ≥ ηα so that G2
η vanishes yields the A(t) and C(t) part of

the result thanks to (40), (41) and the estimate above. The second part when ηα ≤ t0 < t ≤ T
is obtained by gathering (40), (41), (43) and (44). When t ≤ ηα, the estimate is obtained
along the same lines as for (41). This ends the proof.

We now state the main result of this section, which provides us with an estimate, which will
be shown to be optimal for certain initial conditions, for TKη J

00
η and shows that the non-ballistic

part is higher order.

Proposition 4.4 We have the following estimates:

sup
t∈[0,T ]

‖TKη J00
η (t)‖X∞ . ηd(1−α)+1−β

([
ηα−βfd(η)

]
∧ 1
)
∨
(
η(d−1)(1−α−β)+α

)
, (45)
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sup
t∈[0,T ]

‖TKη (J0
η − J00

η )(t)‖X∞ .


ηd(1−α)+1+(α− d

d−1
β)∨0 when d ≥ 4,

η3(1−α)+1(ηα ∨ (| log η|η2α−3β)) ∧ 1, when d = 3,
η2(1−α)+1(ηα(| log η| ∨ η−2β)) ∧ 1, when d = 2,

(46)

Above, fd(η) = 1 when d ≥ 3 and f2(η) = 1+| log ηβ−α|, a∧b = min(a, b) and a∨b = max(a, b).

Proof. We first separate the ballistic part from the scattered part by writing

TKη J
0
η = TKη J

00
η + TKη (J0

η − J00
η ),

and estimate the ballistic part TKη J
00
η .

The ballistic part. The expression of TKη J
00
η is given by (38) with aη replaced by a0

η(t,x,k) =
e−R0taη0(x − tk,k), where aη0 is the initial condition. The ballistic part a0

η trivially satisfies
estimate (31). In particular, we have

sup
t∈[0,T ]

(
ηαd‖a0

η(t)‖Y1 + ηβd‖a0
η(t)‖Ỹ

)
. 1.

We now apply lemma 4.3 to the case a0
η = bη = cη. Controlling the Y norm of a0

η by its Y1

norm, it comes from the first estimate of the lemma for t ≤ ηα:

sup
t∈[0,ηα]

‖TKη J00
η (t)‖X∞ . ηd(1−α)+1−β+α ∨ η2α+2d(1−α)−dβ. (47)

For longer times t ≥ ηα, we use first the A(t) part of the lemma. It comes, ∀t ∈ [ηα, T ]:

‖TKη J00
η (t)‖X∞ . t(ηd(1−α)+1−β) ∨ (η2α+2d(1−α)−dβ). (48)

That estimate is optimal β ≥ α, that is when the initial condition is more singular in the
momentum variables than in the spatial variables. It is not optimal in the reverse setting when
α > β, for which we need to use the “B” term in lemma 4.3. For this, setting ηα ≤ t0 ≤ t
and assuming α > β, we control the different terms in B according to η to obtain the leading
contribution. Since A(t0) has already been estimated before, the only remaining term is∫ t

t0

∫ 1

0
‖a0

η(s(1− η1−ατ1))‖Y sdsdτ1

=
∫ t

t0

∫ 1

0
e−R0s(1−η1−ατ1)sdsdτ1 sup

ξ∈Rd

∫
Rd

|aη0(u, ξ + s(1− η1−ατ1)u)|du,

≤
∫ t

t0

s1−dds

∫ 1

0
(1− η1−ατ1)−ddτ1

∫
Rd

sup
z∈Rd

|Faη0(z,u)|du,

. hd(t0) ∨ hd(t)
∫

R2d

|Fkaη0(x,u)|dxdu . hd(t0) ∨ hd(t) η−dβ,

since ‖Fkaη0‖L1(R2d) . η−βd according to the hypotheses H. Above, for x > 0, hd(x) = x2−d

when d ≥ 3 and h2(x) = | log x|. Let t0 = ηα−β . Then using (48) and the B part of lemma
4.3, we find

sup
t∈[t0,T ]

‖TKη J00
η (t)‖X∞ .

(
t0η

d(1−α)+1−β
)
∨ (t0η2α+2d(1−α)−dβ) + hd(t0)ηd(1−β)+1−α,

. (ηd(1−α)+1−β+α−βfd(η)) ∨ (η2α+2d(1−α)−dβ+α−β). (49)

Above, fd(η) = 1 when d ≥ 3 and f2(η) = 1+ | log ηα−β|. Using (48), we finally verify that the
contribution of times ηα ≤ t ≤ t0 is included in the previous cases. Selecting the best estimate
between the latter, (47), (48) and (49) then ends the proof of estimate (45) for the ballistic
part.
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The non-ballistic part. The proof follows along the same lines as that for the ballistic part
so that we simply underline the key differences in the analysis. We have, ∀t ∈ [0, T ]:

TKη (J0
η − J00

η )(t) =
∫ t

0

∫ s

0
e−2R0(t−τ)G2

t−sKηG2
s−τ(

(aη − a0
η)⊗ aη + a0

η ⊗ (aη − a0
η)
)
dsdτ := T1 + T2.

Since aη and a0
η have the same homogeneity in η in the various spaces needed to estimate T1

and T2 (i.e., Y∞, Y and Ỹ ), the two terms T1 and T2 are treated in the same manner and
we consider only T1. We use lemma 4.3 with bη = aη − a0

η and cη = aη. This requires us to
estimate aη − a0

η in Ỹ and Y . From estimate (25), we have for all t ≤ T ,

‖(aη − a0
η)(t)‖Ỹ

. ‖aη0‖Y∞ . 1,

and moreover ‖(aη − a0
η)(t)‖Y ≤ ‖(aη − a0

η)(t)‖Y1 . η−αd according to (31). Assume first that
t ≥ ηα. Then, the A part of lemma 4.3 gives for such t’s:

sup
R4d

|T1(t)| . (ηd(1−α)+1t) ∨ (tη2α+2d(1−α)) = ηd(1−α)+1t. (50)

The above result is not optimal for all possible values of α and β. To refine it, we use the B
part of lemma 4.3. Assume first that d = 2 or d = 3. Then, for ηα ≤ t0 ≤ t, (23) gives∫ t

t0

∫ 1

0
‖(aη − a0

η)(s(1− η1−ατ1))‖Y sdsdτ1

.
∫ t

t0

s2−d

∫ 1

0
(1− η1−ατ1)1−ddτ1

∫
R2d

|Fkaη0(x,u)|dxdu . [id(t0) ∨ id(t)]η−dβ,

where for x > 0, i2(x) = x and i3(x) = | log x|. When d = 2, we can use lemma 4.3 with
t0 = ηα−2β together with (50). This yields, ∀t ∈ [ηα, T ],

sup
R4d

|T1(t)| . t0η
2(1−α)+1 + (i2(t0) ∨ i2(t))η2(1−β)+1−α + h2(t0)η3−α

. η2(1−α)+1(ηα−2β + | log η|ηα).

The latter result gives, together with (50), estimate (46) for times t ≥ ηα when d = 2. When
d = 3, we choose t0 = ηα and obtain with the B part of lemma 4.3, together with (50):

sup
R4d

|T1(t)| . η3(1−α)+1(ηα + | log η|η2α−3β).

Along with (50), this proves (46) when d = 3 and t ≥ ηα. Consider now the case d ≥ 4. Still
using (23), we rather estimate aη − a0

η in Y as, for ηα ≤ t0 ≤ t,∫ t

t0

∫ 1

0
‖(aη − a0

η)(s(1− η1−ατ1))‖Y sdsdτ1

.
∫ t

t0

s2−d

∫ 1

0
(1− η1−ατ1)1−ddτ1,

∫
R2d

|Fkaη0(x,u)|dxdu . (t− t0)hd(t0) η−dβ,

so that lemma 4.3, yields with (50) and t0 = ηα− d
d−1

β

sup
R4d

|T1(t)| . t0η
d(1−α)+1 + hd(t0)ηd(1−β)+1−α + hd(t0)ηd+1−α . ηd(1−α)+1+α− d

d−1
β.

This proves (46) when d ≥ 4 and t ≥ ηα. It remains to treat the times t < ηα and ηα ≤ t ≤ t0
for any dimension d ≥ 2. In the latter case, we use (50) with t ≤ t0 for the different values of
t0 defined earlier when d = 2, 3 and d ≥ 4. The obtained results are included in the previous
case t0 ≤ t. When t < ηα, we use lemma 4.3 and find a bound of order ηd(1−α)+1+α, which is
higher order than the other terms. This concludes the proof.
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4.4 The term J1,K
η

We recall that J1,K
η = T2ηJ

1,K
η + TKη J

0
η , so that its homogeneity in η is basically given by that

of the source term TKη J
0
η .

The ballistic part gives the leading order. Using the results of the preceding section
on TKη J

0
η , we first show that the leading order in J1,K

η is given by that of TKη J
00
η . Let J1,K

η :=
J2,K

η + J3,K
η , where J2,K

η and J3,K
η solve

J2,K
η = T2ηJ

2,K
η + TKη J

00
η ; J3,K

η = T2ηJ
3,K
η + TKη (J0

η − J00
η ).

In the sequel, A negligible compared to B in X means the norm of A in X verifies an estimate
with higher degree in η than does B. We say they are of the same order when the degree of η
is the same for both estimates. We have the following proposition:

Proposition 4.5 J3,K
η is negligible compared to J2,K

η in C0([0, T ], X∞) when β > 0. When
β = 0, J3,K

η is of the same order for any α ∈ [0, 1].

Proof. When β > 0 and for any d ≥ 2, the term J3,K
η is negligible in X∞ compared to J2,K

η

since the corresponding source term in the integral equation is higher order. Indeed, on the
one hand the stability of the 4-transport equation in X∞ expressed through (19) and estimate
(46) yield

sup
t∈[0,T ]

‖J3,K
η (t)‖X∞ .


ηd(1−α)+1+(α− d

d−1
β)∨0, when d ≥ 4,

η3(1−α)+1(ηα ∨ (| log η|η2α−3β)) ∧ 1, when d = 3,
η2(1−α)+1(ηα(| log η| ∨ η−2β)) ∧ 1, when d = 2.

(51)

On the other hand, (45) gives

sup
t∈[0,T ]

‖J2,K
η (t)‖X∞ . ηd(1−α)+1−β

([
ηα−βfd(η)

]
∧ 1
)
∨
(
η(d−1)(1−α−β)+α

)
, (52)

with fd(x) = 1 when d ≥ 3 and f2(x) = 1 + | log xα−β|. It is enough to show that the order
of J3,K

η is higher than ηd(1−α)+1−β
[
ηα−βfd(η)

]
∧ 1. Assume therefore that the order of J2,K

η is
ηd(1−α)+1−β

[
ηα−βfd(η)

]
∧ 1. Under the hypotheses 0 ≤ α ≤ 1 and 0 < β ≤ 1, let us compare

the orders in η of J2,K
η and J3,K

η . Assume first that d ≥ 4. When α ≤ β, the order of J2,K
η is

d(1 − α) + 1 − β and that of J3,K
η is d(1 − α) + 1 so that the order of J3,K

η is always greater
since β > 0. When β ≤ α ≤ d

d−1β, the orders are d(1− α) + 1 + α− 2β and still d(1− α) + 1.
J3,K

η is thus negligible when α < 2β which is the case in this configuration since α ≤ d
d−1β,

with d ≥ 4. When d
d−1β ≤ α, the orders are d(1−α)+1+α− 2β and d(1−α)+1+α− d

d−1β

so that the order of J3,K
η is always greater when β > 0 since d ≥ 3. Assume now that d = 3.

The case α ≤ β is the same as for d = 4. Suppose that β < α ≤ 3
2β. The orders are

3(1−α)+1+α−2β and still 3(1−α)+1. Since α ≤ 3
2β < 2β, the ballistic part dominates. It

remains the case α > 3
2β. As long as α < 2β, we are in the same configuration as before, when

α ≥ 2β > 0, the scattered part is of order η3(1−α)+1(ηα ∨ (| log η|η2α−3β))) which is greater
than η3(1−α)+1+α−2β when α ≥ 2β > 0. Assume now that d = 2. The case α ≤ β is similar
to the treatment above. When β < α ≤ 2β, J2,K

η is of order η2(1−α)+1+α−2β | log η| and J3,K
η of

order η2(1−α)+1. Since η � η1+α−2β| log η|, J2,K
η dominates. When α > 2β, the ballistic part

is of order η2(1−α)+1+α−2β | log η| � η2(1−α)+1+α−2β which is the order the scattered part.
In all cases, the contribution of J3,K

η is negligible as soon as β > 0. When β = 0, a simple
examination shows that J3,K

η and J2,K
η have the same order for any d ≥ 2
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The TKη J
2,K
η term is higher order. We show now that the term TKη J

2,K
η can be neglected

when computing the limit. We first decompose J2,K
η into J4,K

η + J5,K
η , where

J4,K
η = TQJ4,K

η + TKη J
00
η , (53)

J5,K
η = TQJ5,K

η + TKη J
2,K
η . (54)

We have the following proposition:

Proposition 4.6 When d ≥ 3, J5,K
η is negligible in C0([0, T ], X∞) compared to J4,K

η as soon
as α + β ≥ d−1

d−2 , or α + β < d−1
d−2 with α < 1 and β < 1. When α + β < d−1

d−2 and α = 1 or
β = 1, both terms are of the same order. When d = 2, J2,K

η and J5,K
η are of the same order

when β = 1 or when α = 1 with β < 1. In all other cases, J5,K
η can be neglected.

Proof. The core of the proof is estimating TKη J
2,K
η . To do so, we start by applying the

operator Kη to the integral equation solved by J2,K
η . This yields

KηJ
2,K
η = KηT2ηJ

2,K
η +KηT

K
η J

00
η = KηT

QJ2,K
η +KηT

K
η J

2,K
η +KηT

K
η J

00
η . (55)

First step: the term KηT
QJ2,K

η . We will need the following lemma:

Lemma 4.7 Let h ∈ C0([0, T ], X∞). Then, we have the estimate:

sup
t∈[0,T ]

‖KηT
Qh(t)‖X∞ . η sup

s∈[0,T ]
‖h(s)‖X∞ .

Proof. We have:

KηT
Qh =

∫ t

0
e−2R0(t−s)KηG2

t−sQ2h(s)ds,

FKηT
Qh = −4ηd

∫ t

0

∫
Rd

e−2R0(t−s) sin
(

1
2
ηw · ξ

)
sin
(

1
2
ηw · ζ

)
R̂(ηw)

×
[
R(ξ + (t− s)(u−w)) +R(ζ + (t− s)(v + w))

]
×Fh(s,u−w, ξ + (t− s)(u−w),v + w, ζ + (t− s)(v + w))dwds := I + II.

The terms I and II are treated in the same way so we focus on I. We first split the integral in
s on [0, t− t0] and [t− t0, t], where 0 ≤ t0 ≤ t, and denote the corresponding terms by I1 and
I2. For I1, we make the change of variable w = u + (t− s)−1(ξ −w1) and obtain, uniformly
for t ∈ [t0, T ],

sup
R4d

|I1(t)| ≤ 4ηd ‖R̂‖L∞(Rd) sup
s∈[0,T ]

‖h(s)‖X∞

∫ t−t0

0

∫
Rd

R(w1)(t− s)−ddw1ds,

. ηd t1−d
0 sup

s∈[0,T ]
‖h(s)‖X∞ .

To handle I2, we cannot use the regularization of the operator G2
t−2Q2 and make the same

change of variable since the singularity in time is not integrable in the vicinity of t. Rather, we
make the change of variable w = η−1w1 and integrate R̂ with respect to w1. Thus, ∀t ∈ [t0, T ]:

sup
R4d

|I2(t)| ≤ 4 t0 ‖R̂‖L∞(Rd)‖R̂‖L1(Rd) sup
s∈[0,T ]

‖h(s)‖X∞ .

To conclude the proof, we set t0 = t when t ≤ η so that I1 vanishes and only I2 remains.
When η < t, we set t0 = η so that I1 and I2 have the same order.
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We now apply the preceding lemma to h = J2,K
η . We find, using estimate (45),

sup
t∈[0,T ]

‖KηT
QJ2,K

η (t)‖X∞ . ηd(1−α)+2−β
([
ηα−βfd(η)

]
∧ 1
)
∨
(
η(d−1)(1−α−β)+α

)
, (56)

with fd(x) = 1 when d ≥ 3 and f2(x) = 1 + | log xα−β|.

Second step: the term KηT
K
η J

00
η . We have the following lemma:

Lemma 4.8 KηT
K
η J

00
η satisfies the estimate:

sup
t∈[0,T ]

‖KηT
K
η J

00
η (t)‖X∞ .

{
ηd(1−α)+2(1−β), when d ≥ 3,
η2(1−α)(η2(1−β)| log η|) ∧ 1, when d = 2.

Proof. We have, for any 0 < t0 ≤ t:

KηT
K
η J

00
η (t) =

∫ t

0
e−2R0(t−s)KηG2

t−sKηJ
00
η (s)ds =

∫ t−t0

0
+
∫ t

t−t0

:= I + II.

For times s less than t− t0, we are able to use dispersive properties of the operator G2
t . This

cannot be done for times close to t because of a non-integrable singularity in time. To estimate
the long time contribution, we rather use the continuity of Kη in X∞ and the estimate (45)
for TKη J

00
η . Regarding I, we have:

(FI)(t,u, ξ,v, ζ) = η2d

∫ t−t0

0

∫ s

0

∫
R3d

dsdτdwdw′dw′′ e−2R0(t−τ)R̂(ηw′′)R̂(w′)R̂(ηw)

×g̃(t, s, τ,u−w′′, ξ,v + w′′, ζ,w,w′,w′′)
×Fa0

η ⊗ a0
η

(
τ,u−w − η−1w′ −w′′, ξ + (t− τ)(u−w′′)− η−1(s− τ)w′,

v + w + η−1w′ + w′′, ζ + (t− τ)(v + w′′) + η−1(s− τ)w′),
where

g̃(t, s, τ,u, ξ,v, ζ,w,w′,w′′) = 64 sin(w′ · (ξ + (t− s)u)/2) sin(w′ · (ζ + (t− s)v)/2)
× sin(ηw · (ξ + (t− τ)u− η−1(s− τ)w′)/2)
× sin(ηw · (ζ + (t− τ)v + η−1(s− τ)w′)/2)
× sin(w′′ · ξ/2) sin(w′′ · ζ/2). (57)

The latter expression is obtained by applying the operator Kη to (39) with aη replaced by a0
η.

Using the fact that (Fa0
η)(τ,u, ξ) = e−R0τ (Faη0)(u, ξ + τu), we find

Fa0
η ⊗ a0

η

(
τ,u−w − η−1w′ −w′′, ξ + (t− τ)(u−w′′)− η−1(s− τ)w′,

v + w + η−1w′ + w′′, ζ + (t− τ)(v + w′′) + η−1(s− τ)w′)
= e−2R0τFaη0 ⊗ aη0

(
u−w − η−1w′ −w′′, ξ + t(u−w′′)− η−1sw′ − τw,
v + w + η−1w′ + w′′, ζ + t(v + w′′) + η−1sw′ + τw

)
.

After the change of variable w = u − w1 − η−1w′ − w′′ and w′′ = (t − τ)−1(w′′
1 − ζ − tv −

η−1(s−τ)w′−τu+τw1), we find since g̃ is uniformly bounded in all variables that ∀t ∈ [t0, T ],

sup
R4d

|I(t)| ≤ η2d‖R̂‖2
L∞

∫ t−t0

0

∫ s

0

∫
R3d

dsdτdw1dw′dw′′
1 R̂(w′)(t− τ)−d

sup
ξ∈Rd

|Faη0(w1, ξ)| sup
v∈Rd

|Faη0(v,w′′
1)|.
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We have: ∫ t−t0

0

∫ s

0
(t− τ)−ddsdτ .

{
t2−d
0 , when d ≥ 3,
| log t|+ | log t0|, when d = 2.

Since t0 ≤ t ≤ T , the double integral above is controlled by a constant times 1 + | log t0| when
d = 2. This finally yields, when d ≥ 3, ∀t ∈ [t0, T ],

sup
R4d

|I(t)| . η2d t2−d
0 ‖R̂‖2

L∞(Rd)‖R̂‖L1(Rd)‖aη0‖Y1

∫
Rd

sup
v∈Rd

|Faη0(v,w′′)|dw′′,

. ηd(2−α−β) t2−d
0 ,

since
∫

Rd supv∈Rd |Faη0(v,w′′)|dw′′ ≤ ‖Fkaη0‖L1(R2d) . η−βd and when d = 2,

sup
R4d

|I(t)| . η(2−α−β) | log t0|.

Concerning II, we have

II(t) = Kη

∫ t

t−t0

e−2R0(t−s)G2
t−sKηJ

00
η (s)ds,

so that the stability of Kη in X∞ gives,

sup
R4d

|II(t)| .
∥∥∥∥∫ t

t−t0

e−2R0(t−s)G2
t−sKηJ

00
η (s)ds

∥∥∥∥
X∞

.

We now apply lemma 4.3 with bη = cη = a0
η, (the first time integral [0, t] needs to replaced by

[t− t0, t] without any change in the analysis) and find, using the “C” estimate:

sup
R4d

|II(t)| . t20 η
d sup

s∈[0,T ]
‖a0

η(s)‖Y . t20 η
d(1−α).

When β < 1, setting t0 = η1−β � 1 when d ≥ 3 gives the estimate of the lemma. When
d = 2, we set t0 = η1−β

√
| log η|. When β = 1, we simply choose t0 = t so that the term I

vanishes and the estimate stems from II. When t ≤ t0 for the previously defined t0 for d = 2
and d ≥ 3, we proceed as for II. This ends the proof of the lemma

End of the proof of proposition (4.6). To estimate KηJ
2,K
η , we go back to (55), use the fact

that the operators Kη and G2
t are bounded in X∞ according to lemma 3.3 to write, ∀t ∈ [0, T ],

‖KηT
K
η J

2,K
η (t)‖X∞ =

∥∥∥∥∫ t

0
e−2R0(t−s)KηG2

t−sKηJ
2,K
η (s)ds

∥∥∥∥
X∞

.
∫ t

0
‖KηJ

2,K
η (s)‖X∞ds, (58)

so that, according to (55), ∀t ∈ [0, T ]:

‖KηJ
2,K
η (t)‖X∞ . sup

s∈[0,T ]
‖KηT

QJ2,K
η (s)‖X∞ + sup

s∈[0,T ]
‖KηT

K
η J

00
η (s)‖X∞ +

∫ t

0
‖KηJ

2,K
η (s)‖X∞ds.

From (56) and lemma 4.8, we compare KηT
QJ2,K

η and KηT
K
η J

00
η and find that the leading order

is jd = ηd(1−α)+2−β(η−β) ∨
(
η(d−1)(1−α−β)+α

)
when d ≥ 3 and j2 = η2(1−α)(η2(1−β)| log η|) ∧ 1

when d = 2, so that the Gronwall lemma finally yields

sup
t∈[0,T ]

‖KηJ
2,K
η (t)‖X∞ . jd. (59)
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The latter results allow us to control TKη J
2,K
η from the continuity of G2

t in X∞ since

‖TKη J2,K
η (t)‖X∞ .

∫ t

0
‖KηJ

2,K
η (s)‖X∞ds.

We know from (53) and lemma 3.4 that J4,K
η satisfies the same estimate as J2,K

η . On the other
hand, we get from (54) and (59) that J5,K

η satisfies the estimate

sup
t∈[0,T ]

‖J5,K
η (t)‖X∞ . jd.

When d ≥ 3, a direct inspection then shows that J5,K
η is negligible compared to J4,K

η as soon
as α + β ≥ d−1

d−2 , or α + β < d−1
d−2 with α < 1 and β < 1. When α + β < d−1

d−2 and α = 1 or
β = 1, both terms are of the same order. When d = 2, J2,K

η and J5,K
η are of the same order

when β = 1 or when α = 1 with β < 1. In all other cases, J5,K
η can be neglected. This ends

the proof of the proposition.

4.5 The J1,Q
η term.

We recall that J1,Q
η is solution to

J1,Q
η = T2ηJ

1,Q
η + TQJ0

η . (60)

The TKη J
1,Q
η term is higher order. As for J2,K

η , this fact is of crucial importance when
computing the limit of J1,Q

η since this implies that TKη J
1,Q
η can be neglected. Indeed, up to

some renormalization factors, the source term TQJ0
η converges in the space Z ′. This does not

directly imply convergence of J1,Q
η since the L(Z ′) norm of Kη is of order ε−1 and the equation

becomes unstable in Z ′. We thus need to decompose first J1,Q
η in J2,Q

η + J3,Q
η , where

J2,Q
η = TQJ2,Q

η + TQJ0
η , (61)

J3,Q
η = TQJ3,Q

η + TKη J
1,Q
η . (62)

The limit of J2,Q
η can then be computed since the operator Kη is not involved in the equation.

It thus remains to show that J3,Q
η can be neglected in X∞. This is the object of the next

proposition:

Proposition 4.9 J3,Q
η is negligible compared to J4,K

η in C0([0, T ], X∞) when β > 0 and of the
same order when β = 0 when d ≥ 3 or when α = β = 0 when d = 2.

Proof. We apply the operator Kη to (60) to find:

KηJ
1,Q
η = KηT2ηJ

1,Q
η +KηT

QJ0
η = KηT

Q(J1,Q
η + J0

η ) +KηT
K
η J

1,Q
η . (63)

We treat the first term KηT
Q(J1,Q

η + J0
η ) by applying lemma 4.7 to h = J1,Q

η + J0
η and thus

need to estimate h in X∞. From lemma 4.2 and estimate (33), we know that:

sup
t∈[0,T ]

‖J0
η (t)‖X∞ . ηd(1−α)+(α−β)∨0.

Since G2
t and Q2 are continuous in X∞, then so is the operator TQ and we have

sup
t∈[0,T ]

‖TQJ0
η (t)‖X∞ . sup

t∈[0,T ]
‖J0

η (t)‖X∞ . ηd(1−α)+(α−β)∨0.
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In the same way, since the 4-transport is well-posed in X∞ (lemma 3.4), we have from (60),

sup
t∈[0,T ]

‖J1,Q
η (t)‖X∞ . sup

t∈[0,T ]
‖TQJ0

η (t)‖X∞ . ηd(1−α)+(α−β)∨0.

Using the above estimates for J1,Q
η and J0

η and lemma 4.7, we find

sup
t∈[0,T ]

‖KηT
Q(J1,Q

η + J0
η )(t)‖X∞ . ηd(1−α)+1+(α−β)∨0.

It remains to treat the second term of (63): KηT
K
η J

1,Q
η . For this, we use the fact that the

operators Kη and Q2
t are bounded in X∞ and obtain, as in (58),

‖KηT
K
η J

1,Q
η (t)‖X∞ .

∫ t

0
‖KηJ

1,Q
η (s)‖X∞ds.

Gathering the previous results and getting back to (63) gives, ∀t ∈ [0, T ],

‖KηJ
1,Q
η (t)‖X∞ . sup

s∈[0,T ]
‖KηT

Q(J1,Q
η + J0

η )(s)‖X∞ +
∫ t

0
‖KηJ

1,Q
η (s)‖X∞ds,

so that the Gronwall lemma yields

sup
t∈[0,T ]

‖KηJ
1,Q
η (t)‖X∞ . sup

t∈[0,T ]
‖KηT

Q(J1,Q
η + J0

η )(t)‖X∞ . ηd(1−α)+1+(α−β)∨0.

We finally deduce from the continuity of G2
t in X∞ that, ∀t ∈ [0, T ],

‖TKη J1,Q
η (t)‖X∞ .

∫ t

0
‖KηJ

1,Q
η (s)‖X∞ds

which implies the following estimate for J3,Q
η , together with the stability of (62) in X∞,

sup
t∈[0,T ]

‖J3,Q
η (t)‖X∞ . ηd(1−α)+1+(α−β)∨0. (64)

We recall that J4,K
η is of order ηd(1−α)+1−β

([
ηα−βfd(η)

]
∧ 1
)
∨
(
η(d−1)(1−α−β)+α

)
. When d ≥ 3,

this is lower order than J3,Q
η when β > 0 and of the same order when β = 0. When d = 2,

J3,Q
η is of the same order when α = β = 0. This concludes the proof.

The ballistic part gives the leading order. Since (61) does not involve the operator TKη ,
we can use the stability of that equation in Z ′ to find the leading term in J2,Q

η . Hence, we
decompose J2,Q

η as J2,Q
η = J4,Q

η + J5,Q
η , where

J4,Q
η = TQJ4,Q

η + TQJ00
η , (65)

J5,Q
η = TQJ5,Q

η + TQ(J0
η − J00

η ), (66)

where J00
η is the ballistic part of J0

η defined in section 4.2. We have the following proposition:

Proposition 4.10 When α > 0, J5,Q
η can be neglected in C0([0, T ], Z ′) compared to J4,Q

η ;
when α = 0 both terms are of the same order.
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Indeed, we know from lemma (3.4) that both equations on J4,Q
η and J5,Q

η are well-posed in Z ′,
so that (34) and (35) imply the following estimates:

sup
t∈[0,T ]

‖J4,Q
η (t)‖Z′ . η(d+2)(1−α)+(α−β)∨0, (67)

sup
t∈[0,T ]

‖J5,Q
η (t)‖Z′ .

{
ηd(1−α)+2−α+ 1

d−1
((d(α−β)−α)∨0 when d ≥ 3,

η2(1−α)+2−α(ηα−2β| log η|) ∧ 1 when d = 2.

We finally verify that as soon as 0 < α, J5,Q
η is higher order than J4,Q

η and can be neglected.
When α = 0, both terms are of the same order. In all cases, the leading order is thus given
by that of J4,Q

η . This ends the analysis of J1,Q
η .

4.6 Proof of theorem 2.1.

The proof is now a simple application of the results of sections 4.2, 4.3, 4.4 and 4.5. We recall
that the total scintillation Jη is decomposed in

Jη = J0
η + J1,K

η + J1,Q
η .

From section 4.2 and (34) (or by analogy with proposition 4.10), we obtain that when 0 < α ≤
1, J0

η is dominated by J00
η and that J0

η − J00
η can be neglected in Z ′. When α = 0, both terms

are of the same order. Let ϕ ∈ S(R4d) be a test function and ϕη,s1,s2 be the related localized
version as in (12). We have the scaling properties:

‖Fϕη,s1,s2‖L1(R4d) =
1

η2d(s1+s2)
‖Fϕ‖L1(R4d),

‖ϕη,s1,s2‖Z .
1

η2(d(s1+s2)+s1+s1∨s2)
‖ϕ‖Z ,

where a ∨ b = max(a, b). Hence, it stems from (35), uniformly for t ∈ [0, T ], denoting by 〈·, ·〉
the S ′(R4d)− S(R4d) duality product, that

|〈J0
η (t), ϕη,s1,s2〉| ≤ |〈J00

η (t), ϕη,s1,s2〉|+ |〈(J0
η − J00

η )(t), ϕη,s1,s2〉|,
≤ (‖J00

η (t)‖Z′ + ‖(J0
η − J00

η )(t)‖Z′)‖ϕη,s1,s2‖Z ,

. η(d+2)(1−α)+(α−β)∨0−2(d(s1+s2)+s1+s1∨s2). (68)

Regarding J1,K
η , it is decomposed following section 4.4 as J2,K

η + J3,K
η , where J3,K

η is higher
order in C0([0, T ], X∞) when β > 0 and same order when β = 0, according to proposition 4.5.
Then, J2,K

η is split into J4,K
η + J5,K

η , see (53) and (54). According to proposition 4.6, J5,K
η can

be neglected in C0([0, T ], X∞) when α + β ≥ d−1
d−2 , or α + β < d−1

d−2 with α < 1 and β < 1.
When α + β < d−1

d−2 and α = 1 or β = 1, both terms have the same order. When d = 2, they
are of the same order when β = 1 or when α = 1 and β < 1. Otherwise J5,K

η can be neglected.
Therefore, the dominant order of J1,K

η is given by that of J4,K
η and we find, according to (52)

and the scaling of the test function, uniformly for t ∈ [0, T ],

|〈J1,K
η (t), ϕη,s1,s2〉| =

1
(2π)4d

|〈FJ1,K
η (t),Fϕη,s1,s2〉| ≤

1
(2π)4d

‖J1,K
η (t)‖X∞‖Fϕη,s1,s2‖L1(R4d),

. ηd(1−α)+1−β−2d(s1+s2)
([
ηα−βfd(η)

]
∧ 1
)
∨
(
η(d−1)(1−α−β)+α

)
, (69)

with fd(x) = 1 when d ≥ 3 and f2(x) = 1 + | log xα−β|.
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It remains to analyze the term J1,Q
η . In the same way as for J1,K

η , it is decomposed following
section 4.5 as J3,Q

η + J4,Q
η + J5,Q

η . Proposition 4.9 states that J3,Q
η is negligible compared to

J4,K
η in C0([0, T ], X∞) when d ≥ 3, and β > 0, and same order when β = 0. When d = 2, J3,Q

η

is of the same order when α = β = 0. Finally, proposition 4.10 states that when α > 0, J5,Q
η

can be neglected in C0([0, T ], Z ′) compared to J4,Q
η and that, when α = 0, both terms are of

the same order. Therefore, the dominant order in J1,Q
η is that of J4,Q

η and we have, following
(67), ∀t ∈ [0, T ],

|〈J1,Q
η (t), ϕη,s1,s2〉| ≤ η(d+2)(1−α)+(α−β)∨0−2(d(s1+s2)+s1+s1∨s2). (70)

Gathering (68), (69) and (70), we conclude the proof of theorem 1.

4.7 Proof of theorem 2.2.

We assume here that the initial condition of the Schrödinger equation is a coherent state ψ(1)
η

of the form (9). This translates into an initial condition for the Wigner transform reading

aη0(x,k) =
1
ηd
a0

(
x− x0

ηα
,
k− k0

η1−α

)
,

where a0(x,k) is the Wigner transform of the rescaled initial condition ψ
(1)
η=1. Its Fourier

transform reads
Faη0(u, ξ) = e−i(x0·u+k0·ξ)Fa0(ηαu, η1−αξ). (71)

We thus have β = 1− α and theorem 2.1 gives, for s1 = s2 = 0,

〈Jη(t), ϕη,s1,s2 ⊗ ϕη,s1,s2〉 . ηd(1−α)
[
η2(1−α)+(2α−1)∨0

]
∨
[
ηα
(
η2α−1fd(η)

)
∧ 1
]
.

The proof is split into two cases, 0 ≤ α < 1 and α = 1.

4.7.1 The case 0 ≤ α < 1.

Following the proof of theorem 2.1, the leading terms in Jη are J00
η , J4,K

η and J4,Q
η (one needs

to add J5,Q
η when α = 0 by proposition 4.10 since J4,Q

η and J5,Q
η are of the same order).

Computing the limit of Jη then boils down to computing that of the source terms J00
η and

TKη J
00
η . We start with J00

η .

First step: the term J00
η . We assume here that α 6= 0. When α = 0, J00

η is of order ηd+2

in C0([0, T ], Z ′) while TKη J
00
η is of order ηd in C0([0, T ], X∞) so that J00

η is negligible compared
to TKη J

00
η . We recall that

J00
η (t) =

∫ t

0
e−2R0(t−s)G2

t−sKηa
0
η ⊗ a0

η(s)ds,

where a0
η(s,x,k) = e−R0s a0η(x − sk,k), so that its Fourier transform reads Fa0

η(s,u, ξ) =
e−R0sFa0η(u, ξ + su). This gives the following expression for the Fourier transform of J00

η ,
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together with (71):

(FJ00
η )(t,u, ξ,v, ζ) = −ηd

∫ t

0

∫
Rd

dsdw e−2R0(t−s)f(t− s,u, ξ,v, ζ, ηw)

× (ηw · (ξ + (t− s)u)) (ηw · (ζ + (t− s)v))
×Faη0 ⊗ aη0

(
u−w, ξ + tu− sw,v + w, ζ + tv + sw

)
,

= −ηd

∫ t

0

∫
Rd

dsdw e−2R0(t−s)f(t− s,u, ξ,v, ζ, ηw)

× (ηw · (ξ + (t− s)u)) (ηw · (ζ + (t− s)v))
×e−i(x0·(u−w)+k0·(ξ+tu−sw))e−i(x0·(v+w)+k0·(ζ+tv+sw)) (72)
×a0 ⊗ a0

(
ηα(u−w), η1−α(ξ + tu− sw), ηα(v + w), η1−α(ζ + tv + sw)

)
,

with

f(t,u, ξ,v, ζ,w) =
sin
(

1
2w · (ξ + tu)

)
sin
(

1
2w · (ζ + tv)

)(
1
2w · (ξ + tu)

) (
1
2w · (ζ + tv)

) R̂(w).

As for item (iii) of lemma 3.1, we decompose (w · (ξ + (t− s)u)) (w · (ζ + (t− s)v)) into fours
terms:

(w − u) · (ξ + (t− s)u) (w + v) · (ζ + (t− s)v)− (w − u) · (ξ + (t− s)u) v · (ζ + (t− s)v)
+u · (ξ + (t− s)u) (w + v) · (ζ + (t− s)v)− u · (ξ + (t− s)u) v · (ζ + (t− s)v).

This leads to four different terms in J00
η . The first one involves

(w − u) · (ξ + (t− s)u) (w + v) · (ζ + (t− s)v)
Fa0 ⊗ a0

(
ηα(u−w), η1−α(ξ + tu− sw), ηα(v + w), η1−α(ζ + tv + sw)

)
,

= η−2α(ξ + (t− s)u)T
[
F∇xa0 ⊗∇ya0

(
ηα(u−w), η1−α(ξ + tu− sw),

ηα(v + w), η1−α(ζ + tv + sw)
)]

(ζ + (t− s)v),

where F∇xa0⊗∇ya0 has to be understood as the matrix (F∂xia0F∂yja0)i,j=1,··· ,d. The other
three terms involve η−αF∇xa0 ⊗ a0, η−αFa0 ⊗∇ya0 and Fa0 ⊗ a0, so that they are at least
a factor ηα smaller as soon as α > 0. Following the same analysis below for the first and
dominant term, it is easy to prove that these terms are negligible and do not affect the limit,
we thus only focus on the leading one in the sequel.

Performing the change of variable w = η−αw1 in (72) leads to an integrand proportional
to

F∇xa0 ⊗∇ya0

(
ηαu−w1, η

1−α(ξ + tu)− η1−2αsw1, η
αv + w1, η

1−α(ζ + tv) + η1−2αsw1

)
.

When 0 < α < 1
2 , that term converges, uniformly in all variables to

F∇xa0 ⊗∇ya0(−w1, 0,w1, 0),

and to
F∇xa0 ⊗∇ya0(−w1,−sw1,w1, sw1)

when s = 1
2 . The case α > 1

2 needs more work since η2α−1 →∞. We set s = η2α−1s1, so that
the leading term in FJ00

η -denoted by Iη- obtained from (72) reads

Iη(t,u, ξ,v, ζ) = −η(d+2)(1−α)+2α−1

∫ tη1−2α

0

∫
Rd

ds1dw1 e
−2R0(t−s1η2α−1)

×f(t− s1η
2α−1,u, ξ,v, ζ, η1−αw1)× e−i(x0·u+k0·(ξ+tu)e−i(x0·v+k0·(ζ+tv))

×(ξ + (t− s1η
2α−1)u)TF∇xa0 ⊗∇ya0

(
ηαu−w1, η

1−α(ξ + tu)− s1w1,

ηαv + w1, η
1−α(ζ + tv) + s1w1

)
(ζ + (t− s1η

2α−1)v).
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We consider first the case α > 1
2 and pass to the limit in the latter term. To do so, let

ϕ ∈ C0([0, T ], Z) be a test function and consider

η−(d+2)(1−α)−2α+1

∫ T

0
〈Iη(t, ·), ϕ(t, ·)〉dt :=

∫ η2α−1

0
+
∫ η2α−1−γ

η2α−1

+
∫ T

η2α−1−γ

:= I1 + I2 + I3,

where 0 < γ < 2α− 1 and 〈·, ·〉 denotes here the Z ′ −Z duality product. For I1, we make the
change of variable t = η2α−1t1 and w1 = −w2 + ηαu. Since f is uniformly bounded by R̂(w),
this yields

|I1| ≤ η2α−1‖R̂‖L∞(Rd)‖∇ya0‖Y∞

∫
Rd

sup
z∈Rd

|F∇xa0(w2, z)|dw2

∫ 1

0

∫ t1

0

∫
R4d

ds1dt1dudξdvdζ

×(|ξ|+ (T + s1η
2α−1)|u|)(|ζ|+ (T + s1η

2α−1)|v|)|Fϕ(η2α−1t1,u, ξ,v, ζ)|,

. η2α−1‖Fx∇xa0‖L1(R2d)‖ϕ‖C0([0,T ],Z) . η2α−1,

so that I1 goes to zero. Regarding I2, we make the change of variable t = η2α−1−γt1 and
w1 = −w2 + ηαu which gives

|I2| ≤ η2α−1−γ‖R̂‖L∞(Rd)‖∇ya0‖Y∞

∫ 1

ηγ

∫ t1η−γ

0
dt1ds1

× sup
(u,ξ)∈R2d

∫
Rd

|F∇xa0(w2, η
1−α(ξ + η2α−1−γt1u)− ηαu + s1w2)|dw2

×
∫

R4d

dudξdvdζ
(
|ξ|+ (T + s1η

2α−1)|u|
) (
|ζ|+ (T + s1η

2α−1)|v|
)
|Fϕ(η2α−1−γt1,u, ξ,v, ζ)|.

The integral over s1 runs from 0 to t1η−γ , and since ηγ ≤ t1 ≤ 1, it is controlled by the integral
over [0, η−γ ] and we thus need to integrate for large s1 to obtain a bound independent of η.
This is done by splitting the integral in [0, 1] and [1, η−γ ]. We denote by II2 and III2 the
corresponding terms. Controlling II2 is straightforward and done in the same manner as I1;
we obtain

II2 . η2α−1−γ .

Concerning III2, we make the change of variable w2 = s−1
1 (w3−η1−α(ξ+η2α−1−γt1u)+ηαu)

and find

III2 . η2α−1−γ

∫ 1

ηγ

∫ t1η−γ

1
s−d
1 ds1dt1

∫
Rd

sup
z∈Rd

|F∇xa0(z,w3)|dw3

×
∫

R4d

dudξdvdζ
(
|ξ|+ (T + s1η

2α−1)|u|
) (
|ζ|+ (T + s1η

2α−1)|v|
)

× |Fϕ(η2α−1−γt1,u, ξ,v, ζ)|.

. η2α−1−γ‖Fk∇xa0‖L1(R2d)

∫ 1

ηγ

∫ t1η−γ

1

(
s−d
1 + η2α−1s1−d

1 + η4α−2s2−d
1

)
ds1dt1.

Since d ≥ 2, the right hand side is an O(η2α−1−γ) and consequently I2 converges as well to
zero. It remains to analyze I3 which reads

I3 = −
∫ T

η2α−1−γ

∫ tη1−2α

0

∫
R5d

dtds1dw1dudξdvdζ e−2R0(t−sη2α−1)Fϕ(t,u, ξ,v, ζ)

×f(t− s1η
2α−1,u, ξ,v, ζ, η1−αw1)e−i(x0·u+k0·(ξ+tu))e−i(x0·v+k0·(ζ+tv))

×(ξ + (t− s1η
2α−1)u)T

[
F∇xa0 ⊗∇xa0

(
ηαu−w1, η

1−α(ξ + tu)− s1w1),
ηαv + w1, η

1−α(ζ + tv) + s1w1

)]
(ζ + (t− s1η

2α−1)v).
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As III2, we need to control the integral over s1 for large s1 since tη1−2α ≥ η−γ for t ≥ η2α−1−γ .
As a consequence, to apply the Lebesgue dominated convergence theorem to pass to the limit
in I3, we split the integral in s1 into [0, 1] and [1, tη1−2α]. We denote by II3 and III3 the
corresponding terms. Regarding II3, we make the change of variable w1 = ηαu − w2 and
choose as majorizing function the function

sup
(x,y,z)∈R3d

|F∇xa0 ⊗∇ya0

(
w2,x,y, z)| (|ξ|+ T |u|)(|ζ|+ T |v|) |Fϕ(t,u, ξ,v, ζ)|.

Since
f(t− s1η

2α−1,u, ξ,v, ζ, ηu− η1−αw2) → R̂(0), a.e. in (0, T )× R5d,

we then obtain for the limit of II3:

−
∫ T

0
dtdudξdvdζ e−2R0te−i(x0·u+k0·(ξ+tu))e−i(x0·v+k0·(ζ+tv))

(ξ + tu)TM1(ζ + tv)Fϕ(t,u, ξ,v, ζ),

where the matrix M1 is defined by

M1 = R̂(0)
∫ 1

0

∫
Rd

F∇xa0 ⊗∇ya0

(
w2, s1w2,−w2,−s1w2) dw2 ds1.

The latter matrix is well-defined since

|(M1)ij | ≤ R̂(0)‖∂xia0‖Y1‖∂yja0‖Y∞ , (73)

and is real-valued since a0 is real and

F∂xia0 ⊗ ∂xja0

(
w2, s1w2,−w2,−s1w2) = s1(w2)i(w2)j |F∂xia0(w2, s1w2)|2.

For the second part III3, we make the change of variable w1 = s−1
1 (−w2 + η1−α(ξ + tu)) and

split the integrand into three terms: one proportional to (ξ+tu)T [F∇xa0⊗∇xa0](ζ+tv), the
second one proportional to η2α−1s1([uT F∇xa0⊗∇xa0](ζ + tv)+(ξ+ tu)T [F∇xa0⊗∇xa0]v)
and the last one proportional to η4α−2s21u

T [F∇xa0 ⊗ ∇xa0]v. Proceeding as for III2, the
last two terms vanish at the limit. To pass to the limit in the first one, we use the majorizing
function

s−d
1 sup

(x,y,z)∈R3d

|F∇xa0 ⊗∇ya0

(
x,w2,y, z)| (|ξ|+ T |u|)(|ζ|+ T |v|) |Fϕ(t,u, ξ,v, ζ)|,

and obtain the expression for the limit of III3:

−
∫ T

0
dtdudξdvdζ e−2R0te−i(x0·u+k0·(ξ+tu))e−i(x0·v+k0·(ζ+tv))

(ξ + tu)TM2(ζ + tv)Fϕ(t,u, ξ,v, ζ),

where the matrix M2 is given by

M2 = R̂(0)
∫ ∞

1

∫
Rd

s−d
1 F∇xa0 ⊗∇ya0(s−1

1 w2,w2,−s−1
1 w2,−w2) dw2 ds1,

= R̂(0)
∫ ∞

1

∫
Rd

F∇xa0 ⊗∇y a0(w2, s1w2,−w2,−s1w2) dw2 ds1.

The latter is real-valued and well-defined since

|(M2)ij | ≤ R̂(0)‖Fk∂xia0‖L1(R2d)‖∂yja0‖Y∞ .
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Gathering both parts of the integral, we finally conclude that, when 1
2 < α < 1,

η−(d+2)(1−α)−2α+1

∫ T

0
〈Iη(t, ·), ϕ(t, ·)〉dt→

∫ T

0
〈FJ00(t, ·), ϕ(t, ·)〉dt

where

FJ00(t,u, ξ,v, ζ) = −e−2R0te−i(x0·u+k0·(ξ+tu))e−i(x0·v+k0·(ζ+tv))(ξ + tu)TM(ζ + tv),

with
M = M1 +M2. (74)

Computing the inverse Fourier transform of FJ00 ∈ C0([0, T ],S ′(R4d)) gives finally

J00(t,x,k,y,p) = e−2R0tδ(x− x0 − kt) δ(y − x0 − pt)
(∇δ)T (k− k0)M (∇δ)(p− k0),

where δ is the Dirac distribution.
The cases 0 < α < 1

2 and α = 1
2 are simpler to treat and follow along the same lines as

above. This yields the limits for J00
η :

FJ00(t,u, ξ,v, ζ) = −
∫ t

0
ds e−2R0(t−s)e−i(x0·u+k0·(ξ+tu))e−i(x0·v+k0·(ζ+tv))

(ξ + (t− s)u)TMα(s)(ζ + (t− s)v),

Mα(s) = R̂(0)
∫

Rd

F∇xa0 ⊗∇ya0(w, sw,−w,−sw) dw, when α =
1
2
, (75)

Mα(s) = R̂(0)
∫

Rd

F∇xa0 ⊗∇ya0(w, 0,−w, 0) dw, when 0 < α <
1
2
, (76)

which is equivalent in the physical space to

J00(t,x,k,y,p) =
∫ t

0
ds e−2R0(t−s)δ(x− x0 − k0s− k(t− s))

×δ(y − x0 − k0s− p(t− s))(∇δ)T (k− k0)Mα(s) (∇δ)(p− k0).

Moreover, Mα satisfies as well (73) when 0 < α ≤ 1
2 . To summarize this section, we have

proved the:

Proposition 4.11 Let ϕ ∈ C0([0, T ], Z) and 0 < α < 1. Then, as η goes to zero,

η−(d+2)(1−α)−(2α−1)∨0

∫ T

0
〈J00

η (t, ·), ϕ(t, ·)〉Z′,Zdt→
∫ T

0
〈J00(t, ·), ϕ(t, ·)〉Z′,Zdt,

where J00 ∈ C0([0, T ], Z ′) and

J00(t,x,k,y,p) =
∫ t

0
ds e−2R0(t−s)(G2

t−sJ
1(s, ·))(t− s,x,k,y,p) when 0 < α ≤ 1

2
,

= e−2R0t(G2
t J

1(0, ·))(t,x,k,y,p), when
1
2
< α < 1,

J1(s,x,k,y,p) = δ(x− x0 − k0s) δ(y − x0 − k0s)(∇δ)T (k− k0)Mα(s) (∇δ)(p− k0).

The matrix Mα is real-valued and given by (74) when 1
2 < α < 1 and by (75)-(76) when

0 < α ≤ 1
2 . It is well-defined since

|(Mα)ij | ≤ R̂(0)‖∂yja0‖Y∞

(
‖∂xia0‖Y1 + ‖Fk∂xia0‖L1(R2d)

)
.
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Second step : the term TKη J
00
η . From expression (39) and the fact that Fa0

η(s,u, ξ) =
e−R0sFa0η(u, ξ + su), we deduce that the Fourier transform of TKη J

00
η reads, after the change

of variable w = −w1 + u− η−1w′:

(FTKη J00
η )(t,u, ξ,v, ζ) = ηd

∫ t

0

∫ s

0

∫
R2d

dsdτdw1dw′ e−2R0(t−τ) (77)

×R̂(w′)R̂(η(u−w1)−w′)g(t, s, τ,u, ξ,v, ζ,u−w1 − η−1w′,w′)
×Faη0 ⊗ aη0

(
w1, ξ + (t− τ)u− η−1(s− τ)w′ + τw1,

v + u−w1, ζ + tv + η−1(s− τ)w′ + τ(u−w1)
)
,

where g is defined in (40). Using the formula sin(a) sin(b) = 1
2(cos(a − b) − cos(a + b)), we

decompose g in g1 + g2 accordingly with

g1(t, s, τ,u, ξ,v, ζ,w,w′) = −8 sin(w′ · (ξ + (t− s)u)/2) sin(w′ · (ζ + (t− s)v)/2)
× cos [ηw · (ξ + ζ + (t− τ)(u + v))/2] ,

g2(t, s, τ,u, ξ,v, ζ,w,w′) = 8 sin(w′ · (ξ + (t− s)u)/2) sin(w′ · (ζ + (t− s)v)/2)
× cos

[
ηw · (ξ − ζ + (t− τ)(u− v)/2− η−1(s− τ)w′)

]
.

The g1 term is smooth and admits a limit as η goes to zero, and the related part yields the
dominant term at the limit. The g2 term involves a highly oscillating function that renders
the term negligible after a integration by part and a careful analysis of the integrand. We first
separate TKη J

00
η accordingly in G1

η +G2
η and compute the limit of G1

η.
The term G1

η. We have the following proposition:

Proposition 4.12 Let ϕ ∈ C0([0, T ],S(R4d)), 0 ≤ α < 1 and gd(η) = η−d(1−α)−α−(2α−1)∨0 if
d ≥ 3 and g2(η) = η−2(1−α)−α(η2α−1(1+ | log η1−2α|))−1∨ 1. Then, as η goes to zero, denoting
by (·, ·) the L2(R4d) scalar product,

gd(η)
∫ T

0
(G1

η(t, ·), ϕ(t, ·))dt→
∫ T

0
(G1

0(t, ·), ϕ(t, ·))dt,

where G1
0 ∈ C0([0, T ], X∞) and

G1
0(t,x,k,y,p) =

∫ t

0
dse−2R0(t−s)(G2

t−sKα
s J

2(s, ·))(t− s,x,k,y,p), when 0 ≤ α ≤ 1
2
,

= e−2R0t(G2
t KdJ

2(0, ·))(t,x,k,y,p) when
1
2
< α < 1,

J2(s,x,k,y,p) = G2
s [δ(x− x0)δ(y − x0)δ(k− k0)δ(p− k0)],

where Kα
s and Kd are operators defined in the Fourier space by the multipliers kα

s and kd, that
is, for a tempered distribution J , Kα

s J = F−1(kα
s FJ) and KdJ = F−1(kdFJ). Kα

s and Kd act
on the momentum variables k and p when α > 0 and on all variables when α = 0, and

k
0<α≤ 1

2
s (v, ζ) = −8

∫ ∞

0

∫
Rd

dτdw′Mα(w′, τ, s) cos
(w′ · (ξ + ζ)

2

)
sin
(w′ · ξ

2

)
sin
(w′ · ζ

2

)
,

k0
s(u, ξ,v, ζ) = −8

∫ s

0

∫
Rd

e−2R0(s−τ)dτdw′M0(w′, τ,u + v)

× cos
(1

2
w′ · (ξ + ζ + (s− τ)(u + v))

)
sin
(w′ · ξ

2

)
sin
(w′ · ζ

2

)
,
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M
1
2 (w′, τ, s) = R̂2(w′)

∫
Rd

|Fa0(w, sw − τw′)|2dw,

Mα(w′, τ, s) = M
1
2 (w′, τ, 0), 0 < α <

1
2
,

M0(w′, τ, z) = R̂2(w′)
∫

Rd

Fa0 ⊗ a0(w,−τw′, z−w, τw′)dw,

kd(v, ζ) =
∫ ∞

0
k

1
2
s (v, ζ)ds, when d ≥ 3,

k2(v, ζ) = −8
∫ ∞

0

∫
Rd

dτdw′M2D(w′, τ) cos
(1

2
w′ · (ξ + ζ)

)
sin
(w′ · ξ

2

)
sin
(w′ · ζ

2

)
,

M2D(w′, τ) = R̂2(w′)
∫ ∞

0

∫
Rd

|Fa0(τw′,w)|2dw,

The operators Kα
s and Kd are well-defined from S ′ to S ′ since kα

s belongs to L∞(R2d) for
0 < α < 1, k0

s belongs to L∞(R4d), ∀s ∈ R and kd ∈ L∞(R2d).

Proof. Using (71) and (77), the Fourier transform of G1
η reads, after the change of variable

w1 = η−αw2 and τ = s− ηατ1:

(FG1
η)(t,u, ξ,v, ζ) = ηd(1−α)+α

∫ t

0

∫ sη−α

0

∫
R2d

dsdτ1dw2dw′ e−2R0(t−(s−ηατ1))

×R̂(w′)R̂(η(u− η−αw2)−w′)g1(t, s, s− ηατ1,u, ξ,v, ζ,u− η−αw2 − η−1w′,w′)
×e−ix0·(u+v)e−ik0·(ξ+tu+ζ+tv)Fa0 ⊗ a0(w2, z1, η

α(v + u)−w2, z2) (78)

z1 = η1−α(ξ + (t− s+ ηατ1)u)− τ1w′ + η1−α(η−αs− τ1)w2,

z2 = η1−α(ζ + tv + (s− ηατ1)u) + τ1w′ − η1−α(η−αs− τ1)w2.

Assume first that 0 ≤ α ≤ 1
2 . Then, z1 → −τ1w′ and z2 → τ1w′ when α < 1

2 and z1 →
−τ1w′+sw2 and z2 → τ1w′−sw2 when α = 1

2 . Proceeding as for the limit of J00
η by splitting

the time integrals conveniently and applying the Lebesgue dominated convergence theorem,
we verify that, for any test function in C0([0, T ],S(R4d)),

η−d(1−α)−α

∫ T

0
(G1

η(t, ·), ϕ(t, ·))dt→
∫ T

0
(G1

0(t, ·), ϕ(t, ·))dt,

Here, we have defined when 0 < α ≤ 1
2 :

(FG1
0)(t,u, ξ,v, ζ) = −8 e−ix0·(u+v)e−ik0·(ξ+tu+ζ+tv)∫ t

0

∫ ∞

0

∫
Rd

dsdτdw′e−2R0(t−s)Mα(w′, τ, s) cos
(
w′ · (ξ + ζ + (t− s)(u + v))/2

)
× sin(w′ · (ξ + (t− s)u)/2) sin(w′ · (ζ + (t− s)v)/2),

= e−ix0·(u+v)e−ik0·(ξ+tu+ζ+tv)

∫ t

0
ds e−2R0(t−s) kα

s (u, ξ + (t− s)u,v, ζ + (t− s)v),

and, when α = 0:

(FG1
0)(t,u, ξ,v, ζ) = −8 e−ix0·(u+v)e−ik0·(ξ+tu+ζ+tv)∫ t

0

∫ s

0

∫
Rd

dsdτdw′e−2R0(t−τ)M0(w′, τ,u + v) cos
(
w′ · (ξ + ζ + (t− τ)(u + v))/2

)
× sin(w′ · (ξ + (t− s)u)/2) sin(w′ · (ζ + (t− s)v)/2),

= e−ix0·(u+v)e−ik0·(ξ+tu+ζ+tv)

∫ t

0
ds e−2R0(t−s) k0

s(u, ξ + (t− s)u,v, ζ + (t− s)v),
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where Mα, M0, and kα
s are defined in the proposition. This proves the proposition by iden-

tification when 0 < α ≤ 1
2 . Regarding the fact that the multipliers are bounded, we split the

integral on τ for τ ∈ [0, 1] and τ ∈ [1,∞). This yields

‖kα
s ‖L∞(R2d) ≤ ‖R̂‖L1(Rd) ‖R̂‖L∞(Rd)‖a0‖Y∞‖a0‖Y1 + ‖R̂‖2

L∞(Rd)‖a0‖Y1‖Fka0‖L1(R2d),

‖k0
s‖L∞(R4d) ≤ s‖R̂‖L1(Rd) ‖R̂‖L∞(Rd)‖a0‖Y∞‖a0‖Y1 .

We treat now the case 1
2 < α < 1. For such values of α, z1 and z2 diverge when η → 0 so that

we need to perform in (78) the additional change of variable s = η2α−1s1 and split FG1
η as

η−d(1−α)−3α+1FG1
η =

∫ η1−α

0

∫ s1ηα−1

0
+
∫ 1

η1−α

∫ 1

0
+
∫ 1

η1−α

∫ s1ηα−1

1
+
∫ tη1−2α

1

∫ s1ηα−1

0
,

:= I1 + I2 + I3 + I4.

After the change of variable s1 = η1−αs2, it is straightforward to see that I1 converges to zero
in L∞((0, T )× R4d). Regarding I2, using the majorizing function

R̂(w′) sup
(x,y,z)∈R3d

|Fa0 ⊗ a0(w2,x,y, z)|,

and the Lebesgue dominated convergence theorem, we verify that, in L∞((0, T )× R4d):

I2(t,u, ξ,v, ζ) → −8 e−ix0·(u+v)e−ik0·(ξ+tu+ζ+tv)∫ 1

0

∫ 1

0

∫
Rd

ds1dτdw′e−2R0tM
1
2 (w′, τ, s1) cos

(
w′ · (ξ + ζ + t(u + v))/2

)
× sin(w′ · (ξ + tu)/2) sin(w′ · (ζ + tv)/2),

where M
1
2 is defined in the theorem. Concerning I3, we have in the second time integral

sηα−1 ≥ 1 since s ≥ η1−α, so that we need a control for large τ1. We thus perform the change
of variable w′ = τ−1

1 (w − η1−α(ζ + tv + (s1η2α−1 − ηατ1)u) + (s1 − η1−ατ1)w2), and use the
majorizing function

τ−d
1 sup

(x,y)∈R2d

|Fa0 ⊗ a0(w2,x,y,w)|

to pass to the limit. We find, in L∞((0, T )× R4d):

I3(t,u, ξ,v, ζ) → −8 e−ix0·(u+v)e−ik0·(ξ+tu+ζ+tv)∫ 1

0

∫ ∞

1

∫
Rd

ds1dτdw τ−de−2R0tM
1
2 (τ−1w, τ, s1) cos

(
τ−1w · (ξ + ζ + t(u + v))/2

)
× sin(τ−1w · (ξ + tu)/2) sin(τ−1w · (ζ + tv)/2).

Concerning I4, we only consider times such that t ≥ η2α−1 since the contribution for times less
than η2α−1 converges to zero in L∞((0, T )×R4d)−∗. Setting τ1 = s1τ , we split the integral on
τ as

∫ ηα−1

0 (·) =
∫ 1
0 (·) +

∫ ηα−1

1 (·) and denote by II4 an III4 the corresponding terms. Assume
first that d ≥ 3. For II4, performing the change of variable

w2 = h̃(w) := (s1(1− η1−ατ))−1[w − η1−α(ξ + (t− s1(η2α−1 − ηατ)u) + s1τw′], (79)

and using the majorizing function

s1−d
1 R̂(w′) sup

(x,y,z)∈R3d

|Fa0 ⊗ a0(x,w,y, z)|,
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we find in L∞((0, T )× R4d)− ∗,

II4(t,u, ξ,v, ζ) → −8 e−ix0·(u+v)e−ik0·(ξ+tu+ζ+tv)∫ ∞

1

∫ 1

0

∫
Rd

s1−d
1 ds1dτdw′e−2R0tM̃(w′, τ, s1) cos

(
w′ · (ξ + ζ + t(u + v))/2

)
× sin(w′ · (ξ + tu)/2) sin(w′ · (ζ + tv)/2),

M̃(w′, τ, s1) = R̂2(w′)
∫

Rd

Fa0 ⊗ a0(s−1
1 w + τw′,w,−s−1

1 w − τw′,−w)dw.

Regarding the term III4, we need to integrate for large τ and large s1. Setting, in addition
to (79),

w′ = h(w′
2) := (s1τ)−1[w′

2 − η1−α(ζ + tv + s1(η2α−1 − ηατ)u) + s1(1− η1−ατ)w2], (80)

and using the majorizing function

s1−d
1 τ−d sup

(x,y)∈R2d

|Fa0 ⊗ a0(w2,x,y,w′
2)|,

this yields in L∞((0, T )× R4d)− ∗:

III4(t,u, ξ,v, ζ) → −8 e−ix0·(u+v)e−ik0·(ξ+tu+ζ+tv)∫ ∞

1

∫ ∞

1

∫
Rd

s1−dτ−d dsdτdwe−2R0tM
1
2 ((sτ)−1w, τs, s) cos

(
w · (ξ + ζ + t(u + v))

2τs

)
× sin((τs)−1w · (ξ + tu)/2) sin((τs)−1w · (ζ + tv)/2).

To recover the expression of G1
0 given in the proposition, it then suffices to add I2, I3 and I4

and to notice that

−1
8
kd(ξ, ζ) =

∫ ∞

0

∫ ∞

0

∫
Rd

dsdτdw′M
1
2 (w′, τ, s)F (0,w′,u,v, ξ, ζ),

=
∫ 1

0

∫ 1

0

∫
Rd

dsdτdw′M
1
2 (w′, τ, s)F (0,w′,u,v, ξ, ζ)

+
∫ 1

0

∫ ∞

1

∫
Rd

τ−ddsdτdwM
1
2 (τ−1w, τ, s)F (0, τ−1w,u,v, ξ, ζ)

+
∫ ∞

1

∫ 1

0

∫
Rd

s1−ddsdτdw′M̃
1
2 (w′, τ, s)F (0,w′,u,v, ξ, ζ)

+
∫ ∞

1

∫ ∞

1

∫
Rd

s1−dτ−ddsdτdwM
1
2 ((sτ)−1w, sτ, s)F (0,

w
sτ
,u,v, ξ, ζ),

F (t,w,u,v, ξ, ζ) = cos
(

1
2
w · (ξ + ζ + t(u + v)

)
sin
(

1
2
w · (ξ + tu)

)
sin
(

1
2
w · (ζ + tv)

)
.

The fact that fd ∈ L∞(R2d) stems from the latter decomposition.
The case d = 2 is more difficult since s−1 is not integrable and computing the limit of the

term I4 is more involved. We give here the main lines of the analysis and skip some details.
We have to compute the limit of terms of the form

Ij =
∫ tη1−2α

1
s−1
1 f i

η(s1)ds1, t ≥ η2α−1, j = 1, 2,
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with either (t,u,v, ξ, ζ are fixed here), case 1 (term similar to III4 when d ≥ 3):

f1
η (s1) =

∫ ηα−1

1

∫
R2d

dτdwdw′
2 e

−2R0(t−s1(η2α−1−ηατ)) 1
τ2
R̂(h(w′

2))R̂(η(u− η−αw2)− h(w′
2))

×g1(t, s1η2α−1, s1(η2α−1 − ηατ),u, ξ,v, ζ,u− η−αw2 − η−1h(w′
2), h(w

′
2))e

−ix0·(u+v)

×e−ik0·(ξ+tu+ζ+tv)Fa0 ⊗ a0(w2, η
1−α(ζ + ξ + t(v + u))−w′

2, η
α(v + u)−w2,w′

2),

or, case 2 (term similar to II4):

f2
η (s1) =

∫ 1

0

∫
R2d

dτdwdw′ e−2R0(t−s1(η2α−1−ηατ)) R̂(w′)
(1− η1−ατ)2

R̂(ηu− η1−αh̃(w)−w′)

×g1(t, s1η2α−1, s1(η2α−1 − ηατ),u, ξ,v, ζ,u− η−αh̃(w)− η−1w′,w′)e−ix0·(u+v)

×e−ik0·(ξ+tu+ζ+tv)Fa0 ⊗ a0(h̃(w),w, ηα(v + u)− h̃(w), η1−α(ζ + ξ + t(v + u))−w).

Above, h and h̃ are defined in (79)-(80). Since the function f1
η is uniformly bounded in all

variables, the integral I1 is expected to be of order log η1−2α. To see that, we integrate by
parts and obtain that∫ tη1−2α

1
s−1f1

η (s)ds = log(tη1−2α)f1
η (tη1−2α)−

∫ tη1−2α

1
log s (f1

η )′(s)ds. (81)

Since in particular h(w′
2) → (sτ)−1w′

2 + τ−1w2, we first verify that f1
η (tη1−2α) → f1

0 (t) in
L∞((0, T )× R4d)− ∗, with

f1
0 (z) = −8 e−ix0·(u+v)e−ik0·(ξ+tu+ζ+tv)∫ ∞

1

∫
R2d

τ−2 dτdw2dw′
2 e

−2R0(t−z) R̂2(τ−1w2)

×F (t− z, τ−1w2,u,v, ξ, ζ)Fa0 ⊗ a0(w2,−w′
2,−w2,w′

2),

where F is defined as above. Therefore, the first term of r.h.s of (81) is of order log η1−2α. It re-
mains the second term involving (f1

η )′. We claim it can be written as (f1
η )′(s) = η2α−12R0f

1
η (s)+

h1
η(s) + rη(s), where h1

η has the same expression as f1
η except g1 is replaced by g̃1 with

g̃1(t, s1η2α−1, s1(η2α−1 − ηατ),u, ξ,v, ζ,w,w′) =
η2α−1(∂sg1)(t, s1η2α−1, s1(η2α−1 − ηατ),u, ξ,v, ζ,w,w′)
+(η2α−1 − ηατ)(∂τg1)(t, s1η2α−1, s1(η2α−1 − ηατ),u, ξ,v, ζ,w,w′),

and some lengthy calculations show that

|rη(s)| . ηα| log η|+ 1
s2

(1 + |u|+ |v|+ |ξ|+ |ζ|)2. (82)

This requires in particular to regularize R̂ since rη involves ∇R̂. This has no incidence on the
leading term since rη is negligible and the limit does not depend on ∇R̂. We thus have:∫ tη1−2α

1
log s (f1

η )′(s)ds = η2α−12R0

∫ tη1−2α

1
log s f1

η (s) +
∫ tη1−2α

1
log s h1

η(s)ds

+
∫ tη1−2α

1
log s rη(s)ds. (83)
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Estimate (82) implies, for any ϕ ∈ C0([0, T ],S(R4d)),

(log η1−2α)−1

∫ T

0

∫ tη1−2α

1
log s rη ϕdsdtdudvdξdζ → 0.

The term related to rη can thus be neglected. It remains the terms in the r.h.s of (83) for
which we perform the change of variable s→ sη1−2α. This yields in L∞((0, T )× R4d)− ∗:

(log η1−2α)−1η2α−1

∫ tη1−2α

1
log s f1

η (s)ds = (log η1−2α)−1

∫ t

η2α−1

log(sη1−2α) f1
η (sη1−2α)ds

→
∫ t

0
f1
0 (s)ds.

Regarding the term involving h1
η, we verify that

(log η1−2α)−1

∫ tη1−2α

1
log s h1

η(s)ds →
∫ t

0
h1

0(s)ds,

where h1
0 has the same expression as f1

0 except that F (t − z, ·) is replaced by −∂zF (t − z, ·).
Gathering the previous results, we thus find, for any ϕ ∈ C0([0, T ],S(R4d)),

(log η1−2α)−1

∫ T

0

∫
Rd

I1 ϕdtdudvdξdζ (84)

→
∫ T

0

∫
Rd

[
f1
0 (t)−

∫ t

0
(2R0f

1
0 (s) + h1

0(s))ds
]
ϕdtdudvdξdζ =

∫ T

0

∫
Rd

f1
0 (0)ϕdtdudvdξdζ.

Regarding I2, we verify that f2
η (tη1−2α) → f2

0 (t) in L∞((0, T )× R4d)− ∗, with

f2
0 (z) = −8 e−ix0·(u+v)e−ik0·(ξ+tu+ζ+tv)

∫ 1

0

∫
R2d

dτdw′dwe−2R0(t−z)R̂2(w′)

F (t− z,w′,u,v, ξ, ζ)Fa0 ⊗ a0(τw′,w,−τw′,w).

In the same manner as I1, we write (f2
η )′(s) = η2α−12R0f

2
η (s) + h2

η(s) + rη(s), where rη yields
a negligible term. Following along the same lines, we find the same relation as (84) for I2,
with f1

0 replaced by f2
0 . Summing f1

0 and f2
0 then gives in the end, since now I1, I2 and I3 are

negligible compared to I4:

(log η1−2α)FG1
0(t,u, ξ,v, ζ) = e−2R0t e−ix0·(u+v)e−ik0·(ξ+tu+ζ+tv)k2(ξ + tu, ζ + tv).

The fact that k2 ∈ L∞(R2d) follows from separate estimates of f1
0 and f2

0 . This ends the proof
of the proposition.

The term G2
η. We have the following proposition:

Proposition 4.13 Let ϕ ∈ C0([0, T ],S(R4d)), 0 ≤ α < 1 and gd(η) = η−d(1−α)−α−(2α−1)∨0 if
d ≥ 3 and g2(η) = η−2(1−α)−α(η2α−1(1+ | log η1−2α|))−1∨ 1. Then, as η goes to zero, denoting
by (·, ·) the L2(R4d) scalar product,

gd(η)
∫ T

0
(G2

η(t, ·), ϕ(t, ·))dt→ 0.
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Proof. We have:

g2(t, s, τ,u, ξ,v, ζ,u−w − η−1w′,w′)
= 8 sin(w′ · (ξ + (t− s)u)/2) sin(w′ · (ζ + (t− s)v)/2)
× cos

[
η(u−w) · (ξ − ζ + (t− τ)(u− v))/2 + η−1(s− τ)|w′|2

]
.

We decompose the cosine as

cos
[
η(u−w) · (ξ − ζ + (t− τ)(u− v))/2 + η−1(s− τ)|w′|2

]
=

cos
[
η(u−w) · (ξ − ζ + (t− τ)(u− v))/2− η−1τ |w′|2

]
cos
(
η−1s|w′|2

)
− sin

[
η(u−w) · (ξ − ζ + (t− τ)(u− v))/2− η−1τ |w′|2

]
sin
(
η−1s|w′|2

)
,

and split g1 accordingly so that G2
η = G21

η +G22
η . Both terms are treated similarly, so that we

only focus on the first one. Introducing the notation

8 sin(w′ · (ξ + (t− s)u)/2) sin(w′ · (ζ + (t− s)v)/2) cos
(
η−1s|w′|2

)
cos
[
η(u−w) · (ξ − ζ + (t− τ)(u− v))/2− η−1τ |w′|2

]
:= h(t, s, τ,u, ξ,v, ζ,w,w′) cos

(
η−1s|w′|2

)
,

and integrating by parts the cosine, this yields from (77):

(FG21
η )(t,u, ξ,v, ζ) = ηd

∫ t

0

∫ s

0

∫
R2d

H(t, s, τ,u, ξ,v, ζ,w,w′)

× cos
(
η−1s|w′|2

)
dsdτdwdw′ := I + II + III,

I = ηd+1

[∫ s

0

∫
R2d

1
|w′|2

H(t, s, τ,u, ξ,v, ζ,w,w′) sin
(
η−1s|w′|2

)
dτdwdw′

]s=t

s=0

,

II = −ηd+1

∫ t

0

∫
R2d

1
|w′|2

H(t, s, s,u, ξ,v, ζ,w,w′) sin
(
η−1s|w′|2

)
dsdwdw′,

III = −ηd+1

∫ t

0

∫ s

0

∫
R2d

1
|w′|2

∂sH(t, s, τ,u, ξ,v, ζ,w,w′) sin
(
η−1s|w′|2

)
dsdτdwdw′,

with

H(t, s, τ,u, ξ,v, ζ,w,w′) = e−2R0(t−τ)R̂(w′)R̂(η(u−w − η−1w′))
×h(t, s, τ,u, ξ,v, ζ,w,w′)Faη0 ⊗ aη0

(
w, ξ + (t− τ)u− η−1(s− τ)w′ + τw,

v + u−w, ζ + tv + η−1(s− τ)w′ + τ(u−w)
)
.

Let us consider first the term I that reads

I = ηd+1

∫ t

0

∫
R2d

1
|w′|2

H(t, t, τ,u, ξ,v, ζ,w,w′) sin
(
η−1t|w′|2

)
dτdwdw′,

and assume in the beginning that d ≥ 3. For the case 0 ≤ α ≤ 1
2 , we perform the change of

variable w = η−αw1 and using (71) we obtain, uniformly in t,u,v, ξ, ζ:

|I| . t ηd(1−α)+1‖R̂‖L∞(Rd)‖a0‖Y1‖a0‖Y∞

∫
Rd

R̂(w′)
|w′|2

dw′. (85)

When d ≥ 3, the latter integral is finite (since R̂ ∈ L1(Rd) ∩ L∞(Rd)) so that I is controlled
by ηd(1−α)+1 and consequently gd(η)I by η1−α which goes to zero since we are in the case
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0 ≤ α ≤ 1
2 . When α > 1

2 , we proceed as usual by setting τ = η2α−1τ1 and splitting the time
integral on τ1 into short times [0, 1] and long times [1, tη1−2α]. We assume here that t > η2α−1

since when t ≤ η2α−1, we already know from (85) that I is of order ηd(1−α)+1+2α−1 so that
gd(η)I tends to zero. Following (85), the short times part [0, 1] is controlled by ηd(1−α)+1+2α−1.
The long time contribution on [1, tη1−2α] is bounded by

ηd(1−α)+1+(2α−1)‖R̂‖L∞(Rd)

∫
R2d

∫ tη1−2α

1
dw′dτ1dw1

R̂(w′)
|w′|2

|Fa0

(
w1, η

1−α(ξ + (t− η2α−1τ1)u)− η−α(s− η2α−1τ1)w′ + τ1w1

)
|.

The change of variable w1 = τ−1
1 (w2− η1−α(ξ + (t− η2α−1τ1)u) + η−α(s− η2α−1τ1)w′) allows

us to control the time integral and we obtain that the long time integral is bounded by
ηd(1−α)+1+(2α−1). Therefore gd(η)I is of order η1−α and goes to zero. So far, we have thus
seen that for any 0 < α < 1 and d ≥ 3, gd(η)I can be neglected. We turn now to the case
d = 2 which requires more work since the function |w′|−2R̂(w′) is no longer integrable. We
are thus led to introducing a cut-off and perform the integration by part in G21

η only on the
complementary of a ball B(r) ⊂ R2 so that in addition to I + II + III adds up a term of the
form

IV = η2

∫ t

0

∫ s

0

∫
R2

∫
B(r)

H(t, s, τ,u, ξ,v, ζ,w,w′) cos
(
η−1s|w′|2

)
dsdτdwdw′,

where the integration on w′ in I + II + III is performed in R2\B(r). Proceeding with the
standard splitting of the time integral when considering the cases α ≤ 1

2 and α > 1
2 , we verify

that IV can be uniformly controlled in all variables by η2(1−α)+(2α−1)∨0r2. The term I is just
treated as for the case d ≥ 3, unless w′ is integrated on the complementary of B(r). We have,
for any 1 < p <∞,∫

R2\B(r)

R̂(w′)
|w′|2

dw′ ≤ C

(∫ ∞

r

1
|w′|2p−1

d|w′|
)1/p

≤ Cr
2( 1

p
−1) := Cr−δ,

for any 0 < δ < 1. This finally gives the following bound for I when d = 2:

|I| . η2(1−α)+1+(2α−1)∨0r−δ.

The bounds on I and IV are same order when r = η
1

2+δ so that we find the estimate, uniformly
in t,u,v, ξ, ζ:

|I|+ |IV | . η2(1−α)+(α−β)∨0+ 2
2+δ .

Since α < 1, it is possible to find δ such that 2
2+δ > α, which in turns imply g2(η)(I + IV ) is

of order η
2

2+δ
−α and therefore tends to zero in C0([0, T ], X∞).

The term II is treated exactly in the same manner as I and requires no additional work.
The term III is more involved. We first write ∂sH = ∂sH1 + ∂sH2 with

∂sH1(t, s, τ,u, ξ,v, ζ,w,w′) = e−2R0(t−τ)R̂(w′)R̂(η(u−w − η−1w′))
×4
[
−(w′ · u) cos(w′ · (ξ + (t− s)u)/2) sin(w′ · (ζ + (t− s)v)/2)
−(w′ · v) sin(w′ · (ξ + (t− s)u)/2) cos(w′ · (ζ + (t− s)v)/2)

]
× cos

[
η(u−w) · (ξ − ζ + (t− τ)(u− v))/2− η−1τ |w′|2

]
×Faη0 ⊗ aη0

(
w, ξ + (t− τ)u− η−1(s− τ)w′ + τw

,v + u−w, ζ + tv + η−1(s− τ)w′ + τ(u−w)
)
,

44



∂sH2(t, s, τ,u, ξ,v, ζ,w,w′) = e−2R0(t−τ)R̂(w′)R̂(η(u−w − η−1w′))
× sin(w′ · (ξ + (t− s)u)/2) sin(w′ · (ζ + (t− s)v)/2)
× sin(w′ · (ξ + (t− s)u)/2) sin(w′ · (ζ + (t− s)v)/2)
× cos

[
η(u−w) · (ξ − ζ + (t− τ)(u− v))/2− η−1τ |w′|2

]
×η−1w′ · (−∇2 +∇4)Faη0 ⊗ aη0

(
w, ξ + (t− τ)u− η−1(s− τ)w′ + τw

,v + u−w, ζ + tv + η−1(s− τ)w′ + τ(u−w)
)
,

and set III := III1 + III2 accordingly. Above, we separated the derivatives of Fa0η ⊗ aη0

from the rest, ∇2h(u, ξ,v, ζ) = ∇ξh(u, ξ,v, ζ) and ∇4h(u, ξ,v, ζ) = ∇ζh(u, ξ,v, ζ). The
III1 term is treated almost as I unless the singularity is now |w′|−1 so that |w′|−1R̂(w′) is
integrable for any d ≥ 2, and a change of topology is needed since the s derivative yields terms
proportional to w′ · u and w′ · v. We thus find, ∀(t,u,v, ξ, ζ) ∈ [0, T ]× R4d :

|III1| . ηd(1−α)+1+(2α−1)∨0
(
|u|+ |v|

)
‖R̂‖L∞(Rd)

∫
Rd

R̂(w′)
|w′|

dw′.

so that III1 is of order ηd(1−α)+1+(2α−1)∨0 for any d ≥ 2 in the C0([0, T ], Z ′) norm to account
for the weight |u|+ |v|. The III2 term is the most technical to deal with and we consider only
the term involving ∇2 as the contribution ∇4 can be estimated analogously. We rewrite ∂sH2

as

∂sH2 = η−1Q(t, s, τ,u, ξ,v, ζ,w,w′)R̂(w′)w′ · ∇2Faη0 ⊗ aη0 + term proportional to ∇4,

with obvious identification for Q with the property |Q| ≤ ‖R̂‖L∞(Rd) uniformly in all variables.
Following the expression of III, we are thus led to studying the integral

V = ηd

∫ t

0

∫ s

0

∫
R2d

dsdτdwdw′ 1
|w′|2

R̂(w′) sin
(
η−1s|w′|2

)
Q

w′ · ∇2Faη0 ⊗ aη0

(
w, ξ + (t− τ)u− η−1(s− τ)w′ + τw,

v + u−w, ζ + tv + η−1(s− τ)w′ + τ(u−w)
)
. (86)

The approach is very close to that of the proof of lemma 4.3. The main difference lies in
the presence of the singular factor w′|w′|−2 which requires particular care. Using first the
expression of the Fourier transform of aη0 given in (71), we have

∇2Faη0(u, ξ) = η1−αe−i(u·x0+ξ·k0)(∇2Fa0)(ηαu, η1−αξ),

= −iη1−αe−i(u·x0+ξ·k0)(Fka0)(ηαu, η1−αξ).

And after the change of variable w1 = η−αw, we find the straightforward estimate, uniformly
for (t,u,v, ξ, ζ) ∈ [0, T ]× R4d:

|V | . ηd(1−α)+1−α t2‖ka0‖Y1‖a0‖Y∞

∫
Rd

R̂(w′)
|w′|

dw′. (87)

Above, ka0 is bounded in Y1 since

‖ka0‖Y1 ≤ ‖Fxka0‖L1(R2d) ≤ ‖F∇xψ
(1)
1 ‖2

L1(Rd) ≤ C,

where ψ(1)
1 is the rescaled initial condition deduced from (9). Hence, when t ≤ ηα, V is of

order ηd(1−α)+1+α so that 1It≤ηαgd(η)V → 0 in L∞((0, T ) × R4d) when α < 1 for any d ≥ 2.
From now on, assume therefore that t ≥ ηα. In (86), we then separate times s ≤ ηα and times
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ηα ≤ s ≤ t and perform the change of variable τ = s− ηατ1 in the part s > ηα. Splitting the
integral over τ1 in [0, 1] and [1, sη−α], we recast V as

V = ηd(1−α)+1−α

∫ ηα

0

∫ s

0
(·) + ηd(1−α)+1

∫ t

ηα

∫ 1

0
(·) + ηd(1−α)+1

∫ t

ηα

∫ sη−α

1
(·),

:= V0 + V1 + V2.

V0 is estimated using (87) with t = ηα. Similarly, we find for V1:

∀(t,u,v, ξ, ζ) ∈ [ηα, T ]× R4d, |V1| . ηd(1−α)+1 t ‖ka0‖Y1‖a0‖Y∞

∫
Rd

R̂(w′)
|w′|

dw′.

For the long times part V2, we make in addition the change of variable

w′ = τ−1
1 (w′

1 − η1−α(ζ + tv + (s− ηατ1)u) + η1−2α(s− ηατ1)w1) := τ−1
1 f(w′

1)

and obtain the bound, ∀(t,u,v, ξ, ζ) ∈ [ηα, T ]× R4d:

|V2| . ηd(1−α)+1‖ka0‖Y1

∫ t

ηα

∫ sη−α

1

∫
Rd

dsdτ1dw′
1τ

1−d
1

R̂(τ−1
1 f(w′

1))
|f(w′

1)|
sup
z∈Rd

|Fa0(z,w′
1)|.

The function |f(w′
1)|−1 is integrable in the vicinity of the origin for any d ≥ 2. So, splitting the

integral over w′
1 for |f(w′

1)| < 1 and |f(w′
1)| ≥ 1 finally gives, ∀(t,u,v, ξ, ζ) ∈ [ηα, T ]× R4d:

|V2| . ηd(1−α)+1 t, for d ≥ 3, |V2| . η2(1−α)+1| log η| t, for d = 2.

This gives a first estimate for V suitable when α ≤ 1
2 . Indeed, in this case, we verify that

1It>ηαgd(η)V → 0 in L∞((0, T ) × R4d). When α > 1
2 , we need a refined estimate. Hence, we

perform in addition the change of variable s = η2α−1s1 in V1 and V2 and write

V1 + V2 = ηd(1−α)+1+2α−1

∫ tη1−2α

η1−α

∫ s1ηα−1

0
(·),

= ηd(1−α)+1+2α−1

(∫ 1

η1−α

∫ 1

0
(·) +

∫ 1

η1−α

∫ s1ηα−1

1
(·) +

∫ tη1−2α

1

∫ s1ηα−1

0
(·)

)
,

:= V3 + V4 + V5,

V3 = −i e−i((u+v)·x0+(ξ+tu+ζ+tv)·k0) ηd(1−α)+1+2α−1

×
∫ 1

η1−α

∫ 1

0
ds1dτ1dw1dw′ 1

|w′|2
R̂(w′) sin

(
η−1s|w′|2

)
Q

w′ · (Fka0)(w1, η
1−α(ξ + (t− s1η

2α−1 + ηατ1)u− τ1w′ + (s1 − η1−ατ1)w1)
, ηα(u + v)−w1, η

1−α(ζ + tv + (s1η2α−1 − ηατ1)u + τ1w′ − (s1 − η1−ατ1)w1),

with similar expressions for V4 and V5. Estimating V3 is straightforward and we find, ∀(t,u,v, ξ, ζ) ∈
[ηα, T ]× R4d,

|V3| . ηd(1−α)+1+2α−1 ‖ka0‖Y1‖a0‖Y∞

∫
Rd

R̂(w′)
|w′|

dw′.

Regarding V4, we set w′ = h(w′
2) := (τ1)−1(w′

2 − η1−α(ζ + tv + (s1η2α−1 − ηατ1)u) +
(s1 − η1−ατ1)w1). It comes, using the fact that |h(w′

2)|−1 is integrable around the origin,
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∀(t,u,v, ξ, ζ) ∈ [ηα, T ]× R4d:

|V4| . ηd(1−α)+1+2α−1

∫
Rd

R̂(h(w′
2))

|h(w′
2)|

sup
x∈Rd

|Fa0(x,w′
2)|dw′

2

×
∫

Rd

sup
x∈Rd

|Fka0(w,x)|dw
∫ 1

η1−α

∫ s1ηα−1

1
τ−ddτds1, . ηd(1−α)+1+2α−1.

It remains to analyze V5. We set τ1 = s1τ and write

V5 = ηd(1−α)+1+2α−1

(∫ tη1−2α

1

∫ 1

0
(·) +

∫ tη1−2α

1

∫ ηα−1

1
(·)

)
:= V 1

5 + V 2
5 .

In V 1
5 , we perform the change of variable w = s1(1−η1−ατ)−1(−w1+η1−α(ζ+tv+s1(η2α−1−

ηατ)u) + s1τw′). This yields:

|V 1
5 | . ηd(1−α)+1+2α−1 ‖ka0‖Y∞

∫
Rd

sup
x∈Rd

|Fa0(x,w)|dw

×
∫

Rd

R̂(w′)
|w′|

dw′
∫ tη1−2α

1

∫ 1

0
s1−d
1 (1− η1−ατ)−dds1dτ,

.

{
ηd(1−α)+1+2α−1, when d ≥ 3,
η2(1−α)+1+2α−1| log η|, when d = 2.

Regarding V 2
5 , we set w′ = h(w′

2) := (s1τ)−1(w′
2 − η1−α(ζ + tv + s1(η2α−1 − ηατ)u) +

s1(−η1−ατ)w1). It comes, using the fact that |h(w′
2)|−1 is integrable around the origin,

∀(t,u,v, ξ, ζ) ∈ [ηα, T ]× R4d:

|V 2
5 | . ηd(1−α)+1+2α−1

∫
Rd

R̂(h(w′
2))

|h(w′
2)|

|Fa0(x,w′
2)|dw′

2

×
∫

Rd

sup
x∈Rd

|Fka0(w1,x)|dw1

∫ tη1−2α

1
s1−dds

∫ ∞

1
τ−ddτ,

.

{
ηd(1−α)+1+2α−1, when d ≥ 3,
η2(1−α)+1+2α−1| log η|, when d = 2.

Gathering the different estimates on I, II, III, IV and V then ends the proof of the propo-
sition.

4.7.2 The case α = 1.

The Fourier transform of J00
η is given in (72). After the change of variable w = η−1w1 and

s = ηs1, this yields:

(FJ00
η )(t,u, ξ,v, ζ) = −4η

∫ tη−1

0

∫
Rd

ds1dw1 e
−2R0(t−ηs1)R̂(w1)

×e−i(x0·u+k0·(ξ+tu))e−i(x0·v+k0·(ζ+tv)) sin
(1

2
w1 · (ξ + tu)

)
sin
(1

2
w1 · (ζ + tv)

)
×Fa0 ⊗ a0

(
ηu−w1, ξ + tu− s1w1, ηv + w1, ζ + tv + s1w1

)
.

When t ≤ η, it is easy to see that η−11It≤ηFJ00
η ⇀ 0 in L∞((0, T )×R4d)−∗. For times t ≥ η, we

split the integral over s1 for s1 ∈ [0, 1] and s1 ∈ [1, tη−1]. Passing to the limit in the first integral
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is straightforward. For the second integral, the change of variable w1 = s−1
1 w allows to use the

Lebesgue dominated convergence theorem so as to obtain that η−1(FJ00
η )(t,u, ξ,v, ζ) → J00

in L∞((0, T )× R4d)− ∗, where

(FJ00)(t,u, ξ,v, ζ) = e−2R0te−i(x0·u+k0·(ξ+tu))e−i(x0·v+k0·(ζ+tv)) k(ξ + tu, ζ + tv),

k(ξ, ζ) = −4
∫ ∞

0

∫
Rd

ds1dw1 R̂(w1) sin
(1

2
w1 · ξ

)
sin
(1

2
w1 · ζ

)
×Fa0 ⊗ a0

(
−w1, ξ − s1w1,w1, ζ + s1w1

)
.

We verify that k is indeed well-defined since

‖k‖L∞(R2d) . ‖R̂‖
1
d

L1(Rd)
‖R̂‖1− 1

d

L∞(Rd)
‖a0‖

1
d
Y1
‖a0‖

1− 1
d

Y∞
,

and also that J00 can be written as

J00 = e−2R0tG2
t J, J = δ(· − x0)δ(· − x0)K(δ(· − k0)δ(· − k0)), (88)

where K is the operator defined for a tempered distribution J by KJ = F−1(kFJ).

4.7.3 Proof of theorem 2.2: conclusion.

We recall that Jη = J0
η + J1,Q

η + J1,K
η and compute the limit of J0

η + J1,Q
η and J1,K

η separately.
Consider first the term J0

η + J1,Q
η and assume 0 < α < 1. We have already seen in the proof

of theorem 2.1 that the leading term in J0
η + J1,Q

η is J̃η := J00
η + J4,Q

η . According to (65), J̃η

solves the integral equation
J̃η = TQJ̃η + J00

η ,

and following (35)-(67), η−(d+2)(1−α)−(2α−1)∨0J̃η is bounded in the Banach space C0([0, T ], Z ′).
We can thus extract a subsequence such that

η−(d+2)(1−α)−(2α−1)∨0J̃η ⇀ J1
α, in L∞((0, T ), Z ′)− ∗.

Let ϕ ∈ C0([0, T ], Z) and

TQ,∗ : C0([0, T ], Z) → C0([0, T ], Z),
(
TQ,∗ϕ

)
(s) =

∫ T

s
e−2R0(t−s)Q2G2

s−tϕ(t)dt.

Then: ∫ T

0
〈J̃η, ϕ〉Z′,Z dt =

∫ T

0
〈J̃η, T

Q,∗ϕ〉Z′,Z dt+
∫ T

0
〈J00

η , ϕ〉Z′,Z dt.

Rescaling the latter equation by η−(d+2)(1−α)−(2α−1)∨0 and passing to the limit, we find that
J1

α ∈ L∞((0, T ), Z ′) satisfies∫ T

0
〈J1

α, ϕ〉Z′,Z dt =
∫ T

0
〈J1

α, T
Q,∗ϕ〉Z′,Z dt+

∫ T

0
〈J00, ϕ〉Z′,Z dt,

where J00 is defined in proposition 4.11. J1
α is thus solution to

J1
α = TQJ1

α + J00, (89)

which admits a unique solution in C0([0, T ], Z ′) according to corollary 3.4 since J00 ∈ C0([0, T ], Z ′).
This implies that the whole sequence η−(d+2)(1−α)−(2α−1)∨0J̃η converges to J1

α.
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Consider now the term J1,K
η and assume 0 ≤ α < 1. The leading term in J1,K

η is J4,K
η ,

solution to (53). J4,K
η is of order ηd(1−α)+α

[
η2α−1fd(η)

]
∧ 1 in C0([0, T ], X∞), with fd(x) = 1

when d ≥ 3 and f2(x) = 1 + | log x1−2α|. We can thus extract a subsequence such that
η−d(1−α)−α(

[
η2α−1fd(η)

]−1 ∨ 1)FJ4,K
η ⇀ FJ2

α in L∞((0, T ) × R4d) − ∗. Considering a test
function ϕ ∈ C0([0, T ],S(R4d)), denoting by (·, ·) the L2(R4d) scalar product and verifying
that FTQ,∗ϕ ∈ C0([0, T ], L1(R4d)), we have∫ T

0
(FJ4,K

η ,Fϕ) dt =
∫ T

0
(FJ4,K

η ,FTQ,∗ϕ) dt+
∫ T

0
(FTKη J00

η ,Fϕ) dt.

Recalling that TKη J
00
η = G1

η +G2
η, rescaling the latter equation by η−d(1−α)−α(

[
η2α−1fd(η)

]−1∨
1) and passing to the limit using propositions 4.12 and 4.13, we find∫ T

0
(FJ2

α,Fϕ) dt =
∫ T

0
(FJ2

α,FTQ,∗ϕ) dt+
∫ T

0
(FG1

0,Fϕ) dt,

where G1
0 is defined in proposition 4.12. J2

α is thus solution to

J2
α = TQJ2

α +G1
0, (90)

which admits unique solution in C0([0, T ], X∞) according to corollary 3.4 sinceG1
0 ∈ C0([0, T ], X∞).

Hence the whole sequence converges.
It remains the limit of J̃η when α = 1. Proceeding exactly as above, we find that the whole

sequence η−1F J̃η converges in L∞((0, T )×R4d)− ∗ to FJ1
1 , where J1

1 is the unique solution
to J1

1 = TQJ1
1 + J00 and J00 ∈ C0([0, T ], X∞) is now given by (88).

We have proved that, when 0 < α < 1,

J0
η = η(d+2)(1−α)+(2α−1)∨0J1

α + ηd(1−α)+α(
[
η2α−1fd(η)

]
∧ 1)J2

α + rη,

where rη is negligible compared to the two first terms in the L∞((0, T ),S ′(R4d))−∗ topology.
To obtain the expressions of the theorem, it suffices to recast (89) and (90) as partial differential
equations and to rewrite (after lengthy calculations) the operators Kα

s and Kd in terms of
the physical variables x, y, k and p. We verify as well that σα(t,k) ∈ L1(R+ × Rd) for the
different values of α and that σα(0,k) ∈ L1(Rd). When α = 0, the leading term is proportional
to J2

0 so that J0
η = ηdJ2

0 + rη and the theorem follows by recasting K0
s and by noticing that

σ0 ∈ C0([0, T ], L1(R+ × Rd)). When α = 1, the leading term is proportional to J1
0 so that

J0
η = ηJ1

0 + rη. The fact that J1,0
1 is real stems from separating the G term of the theorem

into real and imaginary parts and by using that Fxa0(−w,k) = Fxa0(w,k). When a0 is even,
Fxa0(w,k) = Fxa0(−w,k) and the integral in principal value sense vanishes. This concludes
the proof.

Acknowledgment

OP acknowledges support from the French ANR project QUATRAIN, quantum transport in
nanostructures. GB’s work was supported in part by NSF grant DMS-0804696.

References

[1] F. Bailly, J. F. Clouet, and J.-P. Fouque, Parabolic and gaussian white noise approximation for wave
propagation in random media, SIAM J. Appl. Math, 56(5) (1996), pp. 1445–1470.

49



[2] G. Bal, On the self-averaging of wave energy in random media, Multiscale Model. Simul., 2(3) (2004),
pp. 398–420.

[3] G. Bal, G. C. Papanicolaou, and L. Ryzhik, Radiative transport limit for the random Schrödinger
equation, Nonlinearity, 15 (2002), pp. 513–529.

[4] , Self-averaging in time reversal for the parabolic wave equation, Stochastics and Dynamics, 4 (2002),
pp. 507–531.

[5] G. Bal and O. Pinaud, Accuracy of transport models for waves in random media, Wave Motion, 43(7)
(2006), pp. 561–578.

[6] , Kinetic models for imaging in random medi, SIAM Multiscale Model. Simul., 6 (2007), pp. 792–819.

[7] , Self-averaging of kinetic models in random media, Kinetic and Related Models, 1(1) (2008), pp. 85–
100.

[8] G. Bal and K. Ren, Transport-based imaging in random media, SIAM Applied Math., 68(6) (2008),
pp. 1738–1762.

[9] G. Bal and L. Ryzhik, Time Reversal and Refocusing in Random Media, SIAM J. Appl. Math., 63(5)
(2003), pp. 1475–1498.

[10] A. Bamberger, E. Engquist, L. Halpern, and P. Joly, Parabolic wave equation approximations in
heterogeneous media, SIAM J. Appl. Math., 48 (1988), pp. 99–128.

[11] S. Chandrasekhar, Radiative Transfer, Dover Publications, New York, 1960.

[12] D. A. Dawson and G. C. Papanicolaou, A random wave process, Appl. Math. Optim., 12 (1984),
pp. 97–114.

[13] L. Erdös and H. T. Yau, Linear Boltzmann equation as the weak coupling limit of a random Schrödinger
Equation, Comm. Pure Appl. Math., 53(6) (2000), pp. 667–735.

[14] M. Fink and C. Prada, Acoustic time-reversal mirrors, Inverse Problems, 17(1) (2001), pp. R1–R38.

[15] J.-P. Fouque, J. Garnier, G. Papanicolaou, and K. Sølna, Wave Propagation and Time Reversal
in Randomly Layered Media, Springer Verlag, New York, 2007.

[16] P. Gérard, P. A. Markowich, N. J. Mauser, and F. Poupaud, Homogenization limits and Wigner
transforms, Comm. Pure Appl. Math., 50 (1997), pp. 323–380.

[17] A. Ishimaru, Wave Propagation and Scattering in Random Media, New York: Academics, 1978.

[18] P.-L. Lions and T. Paul, Sur les mesures de Wigner, Rev. Mat. Iberoamericana, 9 (1993), pp. 553–618.

[19] J. Lukkarinen and H. Spohn, Kinetic limit for wave propagation in a random medium, Arch. Ration.
Mech. Anal., 183 (2007), pp. 93–162.

[20] G. Papanicolaou, L. Ryzhik, and K. Solna, Self-averaging from lateral diversity in the Itô-Schrödinger
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