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Abstract

This paper concerns the derivation of kinetic models for high frequency scalar wave
fields propagating in random media. The kinetic equations model the propagation
in the phase space of the energy density of a wave field or the correlation function
of two wave fields propagating in two possibly different media. Dispersive effects
due to e.g. spatial and temporal discretizations, which are modeled as non-local
pseudo-differential operators, are taken into account. The derivation of the models
is based on a multiple scale asymptotic expansion of the spatio-temporal Wigner
transform of two scalar wave fields.

Key words: High frequency wave equations, weak-coupling regime, radiative
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1 Introduction

High frequency wave propagation in highly heterogeneous media has long been modeled by
radiative transfer equations in many fields: quantum waves in semiconductors, electromagnetic
waves in turbulent atmospheres and plasmas, underwater acoustic waves, elastic waves in the
Earth’s crust. These kinetic models account for the wave energy transport in the phase space,
i.e., in the space of positions and momenta. Their derivation may be either phenomenological
or based on first principles for the wave field; see e.g. [9,11,16,17,19,25,26,28]. Such kinetic
models account for the multiple interactions of wave fields with the fluctuations of the under-
lying medium. We consider here the so-called weak-coupling limit, whereby waves propagate
over distances that are large compared to the typical wavelength in the system and the fluctua-
tions have weak amplitude and correlation length comparable to the wavelength. A systematic
method to derive kinetic equations from symmetric first-order hyperbolic systems, including
systems of acoustics and elastic equations, in the weak-coupling limit has been presented in
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[24] and extended in various forms in [2–4,7,15,22]. In these papers, the energy density of waves
is captured by the spatial Wigner transform (originally introduced by E.Wigner in [29]) of the
wave field, which may be seen as the Fourier transform of the properly scaled two-point cor-
relation function of the wave field. The method is based on formal multiple-scale asymptotic
expansions of the Wigner transform and extends to fairly general equations the kinetic models
rigorously derived in [13,27] for the Schrödinger equation.

This paper generalizes the derivation of kinetic equations to other wave phenomena. The main
tool in the derivation is the asymptotic expansion of the spatio-temporal Wigner transform
of the wave fields, which is defined in the phase space of the spatio-temporal domain, i.e., is
a function of the primal variables (t,x) and dual variables (ω,k). The additional variable ω,
compared to the spatial Wigner transform used in [24], allows for a more refined description of
the dispersion relation between the temporal and spatial oscillations. This allows us to handle
second-order scalar wave equations and dispersive effects such as e.g. those resulting from
temporal and spatial discretizations of the wave equation, which cannot be addressed by the
spatial Wigner transform. Although more general wave propagation models may be considered,
we focus in this paper on non-symmetric two-by-two first-order systems and on scalar wave
equations for concreteness. A practical application of the theory is to quantify the effect of
spatial and temporal discretizations of the wave equation on the constitutive parameters in
the kinetic model; see [12] for such effects in slowly varying media. As in [20,21], the spatial
and temporal discretizations are modeled here by non-local pseudo-differential operators.

Whereas kinetic models often model the energy density of wave fields, more generally they
model the correlation function of two wave fields possibly propagating in different media.
Applications of the analysis of such correlations in imaging include probing in time the random
fluctuations of a heterogeneous media. We also find a direct application in the analysis of the
time reversal of waves in changing environment; see e.g. [6,8]. In this paper, we carefully derive
the generalized transport equations resulting from the analysis of such correlations.

We do not consider the diffusion approximation of kinetic models in this paper and refer to
e.g. [7,8,24] for extensions to that regime of the results presented here. We do not consider
either kinetic models for waves that may have polarization effects, such as electromagnetic and
elastic waves [24], except for a special case of electromagnetic waves, which can be modeled
with scalar equations, in section 8. Although the methodology presented here extends to these
vector-valued kinetic equations, we only consider scalar kinetic models in this paper.

The rest of the paper is structured as follows. Section 2 recalls the objective of kinetic models
in the framework of acoustic wave propagation. The spatial Wigner transform is introduced
in section 3. The pseudo-differential calculus used to derive the kinetic models is also recalled.
Section 4 presents the derivation of a kinetic equation for the spatial Wigner transform associ-
ated to two fields solving two-by-two first-order systems of acoustic equations. Following [24],
the multiple-scale asymptotic expansion of the Wigner transform is carefully revisited. The
spatio-temporal Wigner transform is introduced in section 5. The analysis of section 4 is then
extended in section 6 to the case of a dispersive system, which accounts e.g. for discretiza-
tions in time. Kinetic models for scalar equations, such as e.g. the second-order scalar wave
equation, are derived in section 7. Fairly general discretizations in space and time, and arbi-
trary fluctuations in the density and compressibility parameters are allowed. Section 8 applies

2



the theory developed in section 7 to several classical equations: acoustics, Schrödinger, Klein
Gordon, and the equations of electromagnetism in a simplified setting. Some conclusions are
offered in section 9.

2 Acoustic Waves

Models of wave propagation. The linear system of acoustic wave equations for the pressure
p(t,x) and the velocity field v(t,x) takes the form

ρ(x)
∂v

∂t
+∇p = 0, κ(x)

∂p

∂t
+∇ · v = 0, p(0,x) = p0(x), v(0,x) = v0(x), (2.1)

where ρ(x) is density and κ(x) compressibility of the underlying media. Here and below t > 0
and x ∈ Rd, where d ≥ 2 is spatial dimension. The velocity field is a d−dimensional vector.
We thus have a d + 1 dimensional system for the vector u = (v, p), which may be recast as
∂u
∂t

+ B(x,Dx)u = 0, where B(x,Dx) is a matrix-valued differential operator in the spatial
variables. One verifies that the following energy is conserved:

EB(t) =
1

2

∫
Rd

(
ρ(x)|v|2(t,x) + κ(x)p2(t,x)

)
dx = EB(0). (2.2)

First-order hyperbolic systems such as (2.1) are the starting point of the kinetic theories
developed in [14,24] for acoustic and other waves.

The pressure p(t,x) is known to satisfy the following closed form scalar equation

∂2p

∂t2
= κ−1(x)∇ · ρ−1(x)∇p, (2.3)

with appropriate (non-vortical) initial conditions. We also have the conservation law

EH(t) =
1

2

∫
Rd

(
κ(x)

(∂p
∂t

)2
(t,x) +

|∇p|2(t,x)

ρ(x)

)
dx = EH(0). (2.4)

The conservation laws (2.2) and (2.4) are equivalent. Indeed let the potential φ(t,x) be a
solution of (2.3) and define v = −ρ−1∇φ and p = ∂tφ. We then verify that (v, p) solves (2.1)
and that EH [φ](t) = EB[v, p](t). It is thus natural, as we show in section 7 of this paper, that the
kinetic models for the energy distribution in the phase space associated to the conservations
(2.2) and (2.4) agree.

A kinetic model for the scalar wave equation (2.3) is derived in section 7. In sections 4 and 6,

we assume that ρ = ρ0 is constant and recast (2.3) as ∂2p
∂t2

= c2(x)∆p, where ∆ is the usual
Laplacian and the sound speed c(x) = (κ(x)ρ0)

−1/2. Let us define

q(t,x) = c−2(x)
∂p

∂t
(t,x). (2.5)
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We verify that u = (p, q) satisfies the following 2× 2 system of equations

∂u

∂t
+ Au = 0, A = −

(
0 c2(x)

∆ 0

)
, (2.6)

with appropriate initial conditions. The above system separates the interactions of the waves
with the underlying medium fluctuations from the propagation in a homogeneous medium.
This somewhat simplifies the derivation of the kinetic model.

High frequency limit. Kinetic models arise in the high frequency limit of wave propagation.
We thus rescale t→ ε−1t and x → ε−1x and obtain the following equation for pε and uε:

ε2∂
2pε
∂t2

=κ−1
ε (x)ε∇ · ρ−1

ε (x)ε∇pε, (2.7)

ε
∂uε
∂t

+ Aεuε = 0, Aε = −
(

0 c2ε(x)

ε2∆ 0

)
, (2.8)

with initial conditions of the form pε(0,x) = p0ε(ε
−1x) and uε(0,x) = u0ε(ε

−1x). We verify
that acoustic energy conservation implies that

EH(t) =
1

2

∫
Rd

(
κε(x)

(
ε
∂pε
∂t

)2
(t,x) +

|ε∇pε|2(t,x)

ρε(x)

)
dx = EH(0), (2.9)

E(t) =
1

2ρ0

∫
Rd

(
|ε∇pε|2(t,x) + c2ε(x)q2

ε(t,x)
)
dx = E(0), (2.10)

are independent of time. The above (equivalent) energy conservations are governed by quan-
tities of the form |∂pε

∂t
|2, |ε∇pε|2, and q2

ε . Whereas such quantities do not solve closed-form
equations in the high frequency limit ε→ 0, they can be decomposed in the phase space into
a quantity that solves a transport equation; see e.g. (4.17) below. The role of kinetic models
is to derive such a transport equation starting from (2.7), from (2.8), or from generalizations
that account for dispersive effects. Whereas the spatial Wigner transform defined in section 3
may be used to this effect for (2.8) in the absence of temporal discretization, kinetic models
derived from (2.7) or those that account for non local effects in time require us to use the
spatio-temporal Wigner transform defined in section 5.

3 Spatial Wigner transform

Because wave vector fields oscillate at frequencies of order ε−1, they converge at best only
weakly to their limits as ε → 0. Such limits are generally meaningless as most of the energy
has been lost when passing to the high frequency limit. Much more interesting objects are the
limits of the quadratic quantities in the vector field as they appear in the energy relations (2.9)
and (2.10), because in fairly general contexts, no energy is lost while passing to the limit. The
Wigner transform is adapted to describing such limits and to showing that no energy loss has
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occurred in the process; see e.g. [14,18]. Properly scaled so as to capture all the oscillations
with frequencies of order ε−1 (see [14]), the d × d matrix-valued Wigner transform of two
spatially-dependent d−dimensional vector fields u(x) and v(x) is defined as

W [u,v](x,k) =
1

(2π)d

∫
Rd
eik·yu(x− εy

2
)v∗(x +

εy

2
)dy. (3.1)

Here ∗ means transposition and complex conjugation if necessary. We verify that

W [v,u](x,k) = W ∗[u,v](x,k). (3.2)

The Wigner transform may thus be seen as the inverse Fourier transform of the (symmetrized)
two-point correlation function of u(x) and v(x), where we define Fourier transforms using
the convention û(k) =

∫
Rd e−ik·xu(x)dx. We obtain by Fourier transformation in (3.1) the

important property ∫
Rd
W [u,v](x,k)dk = (uv∗)(x), (3.3)

which shows that W [u,v] may be seen as a phase-space description of the correlation uv∗.

Let uε be the solution of a wave equation such as (2.8). We define its spatial Wigner transform:

Wε(t,x,k) = W [uε(t, ·),uε(t, ·)](x,k). (3.4)

Whereas the high frequency limits of quadratic quantities of uε may not satisfy a closed-form
equation (in the variables (t,x)), they are related to limits of Wε(t,x,k) thanks to (3.3). We
will see that Wε(t,x,k) satisfies a closed-form equation and indeed admits a limit that can be
characterized as ε→ 0 as the solution to a (phase-space) kinetic equation; see [24].

Pseudo-differential calculus. In order to obtain exact and approximate equations for the
Wigner transform Wε(t,x,k) from e.g. the equations (2.8) verified by uε, we need some pseudo-
differential calculus e.g. as developed in [14]. We recall here the calculus needed in this paper.
Let P (x, εD) be a matrix-valued pseudo-differential operator, defined by

P (x, εD)u(x) =
∫

Rd
eix·kP (x, iεk)û(k)

dk

(2π)d
. (3.5)

We assume that P (x, iεk) is a smooth function and use the same mathematical symbol for the
operator P (x, εD) and its symbol P (x, iεk).

Let Ŵ [u,v](p,k) be the Fourier transform Fx→p of the Wigner transform. We then verify that

Ŵ [u,v](p,k) =
1

(2πε)d
û
(
p

2
+

k

ε

)
v̂∗
(
p

2
− k

ε

)
=

1

(2πε)d
û
(
p

2
+

k

ε

)
v̂∗
(
− p

2
+

k

ε

)
(3.6)

when v is real-valued. Thus for a homogeneous operator P (εD), we have:

W [P (εD)u,v](x,k) = P (ik +
εD

2
)W [u,v](x,k). (3.7)

The above calculation may be generalized to provide the following result:
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W [P (x, εD)u,v](x,k) = LPW [u,v](x,k), (3.8)

LPW (x,k) =
∫

R2d

(∫
Rd
eip·(x−y)P̂ (ξ, ik + iε(

p

2
− ξ))

dp

(2π)d

)
eiξ·yW (y,k− εξ

2
)
dξdy

(2π)d
. (3.9)

Throughout the text, we shall use the convention

P ′(x, ik) = ∇ikP (x, ik) = −i∇kP (x, ik). (3.10)

Assuming that W (x,k) is sufficiently smooth in the k variable, Taylor expansions in P̂ (·− iεξ)
in (3.9) yield that

LPW (x,k) = MεW (x,k) + εNεW (x,k) +O(ε2)

MεW (x,k) = P (x, ik +
εD

2
)W (x,k) +

iε

2
∇xP (x, ik +

εD

2
) · ∇kW (x,k)

NεW (x,k) = i∇x · ∇kP (x, ik +
εDx

2
)W (x,k).

(3.11)

In the examples considered below, the symbol P (x, ik) depends on one of the two variables
only so that Nε ≡ 0. The above calculations allow us to deduce that for functions W (x,k)
that are sufficiently smooth in both variables x and k, we have

LPW (x,k) = LεW (x,k) + εNεW (x,k) +O(ε2)

LεW (x,k) = P (x, ik)W (x,k) +
iε

2
{P,W}(x,k),

(3.12)

where we have defined the Poisson bracket

{P,W}(x,k) = (∇xP · ∇kW −∇xW · ∇kP )(x,k). (3.13)

Similarly, we define
W [u, P (x, εD)v](x,k) = L∗W (x,k). (3.14)

We verify that when v and P (x, εD)v are real-valued,

L∗W (x,k) =
(
M∗

ε + εN ∗
ε

)
W (x,k) +O(ε2) =

(
L∗ε + εN ∗

ε

)
W (x,k) +O(ε2)

M∗
εW (x,k) = W (x,k)P ∗(x, ik− εD

2
)− iε

2
∇kW (x,k) · ∇xP

∗(x, ik− εD

2
)

L∗εW (x,k) = W (x,k)P ∗(x, ik)− iε

2
{W,P ∗}(x,k).

(3.15)

In the latter expressions, we use the convention that the differential operator D acts on
W [u,v](x,k), and thus for instance W (x,k)P ∗(x, ik− εD

2
) should be interpreted as the inverse

Fourier transform of the matrix Ŵ [u,v](p,k)P ∗(ik− εip
2

).

We need to consider one more item of calculus to account for fast varying coefficient. Let V (x)
be a real-valued matrix-valued function. Then we find that

W [V (
x

ε
)u,v](x,k) =

∫
Rd
ei

x·p
ε V̂ (p)W [u,v](x,k− p

2
)
dp

(2π)d
,

W [u, V (
x

ε
)v](x,k) =

∫
Rd
ei

x·p
ε W [u,v](x,k +

p

2
)V̂ t(p)

dp

(2π)d
.

(3.16)

6



Here V̂ (p) is the Fourier transform of V (x) component by component. This may be generalized
as follows. Let V (x,y) be a real-valued matrix function, with Fourier transform V̌ (q,p) and
Fourier transform with respect to the second variable V̂ (x,p). We then find that

W [V (x,
x

ε
)u,v](x,k) =

∫
R2d

ei
x·p
ε eix·qV̌ (q,p)W [u,v](x,k− p

2
− εq

2
)
dpdq

(2π)2d
,

=
∫

Rd
ei

x·p
ε V̂ (x,p)W [u,v](x,k− p

2
)
dp

(2π)d
+O(ε),

(3.17)

provided that W [u,v](x,k) is sufficiently smooth in the k variable.

Multiple scale expansion. The error terms in (3.11) and (3.12), although both deduced
from Taylor expansions, have different expressions. While the former involves second-order
derivatives in k of W (x,k), the latter involves second-order derivatives in both the k and x
variables. When W (x,k) has bounded second-order derivatives in x and y, then (LP−Lε)W =
O(ε2) and (LP−Mε)W = O(ε2). In the sequel however, we will need to apply the operatorMε

to functions that oscillate in the x variable and are smooth in the k variable. Such functions
will have the form W (x, x

ε
,k). The differential operator D acting on such functions then takes

the form D = Dx + ε−1Dy. We then verify that

Mε[W (x,
x

ε
,k)](x,k) = P (x, ik +

Dy

2
)W (x,y,k)|y=x

ε
+O(ε). (3.18)

We will not need higher-order terms. Note that on such functions, (LP −Lε)W = O(1), which
implies that Lε cannot be used as an approximation of LP .

4 Kinetic models for the spatial Wigner transform

We now develop a kinetic theory for the acoustic system (2.8) and generalizations that account
for some (spatial) dispersive effects. The derivation of the kinetic equations mostly follows the
methodology introduced in [24] and generalized in [15,22]. More general dispersive systems,
that cannot be handled by the methods developed in [15,22,24] are considered in section 6.
The main objective of this section is to introduce the method of two-scale expansions that
will also be used later and to show that this method can be used to analyze the correlation
function of wave fields propagating in possibly different media as in [8].

In the weak coupling regime, the medium is characterized by the sound speed:

c2ε(x) = c20 −
√
εV (

x

ε
), (4.1)

where c0 is the background speed assumed to be constant to simplify and V (x) accounts for the
random fluctuations. More general models are considered in section 7. The correlation length
of the random heterogeneities of order ε is here to ensure maximum interaction between the
waves and the underlying media. The scaling

√
ε is the unique scaling that allows the energy

to be significantly modified by the fluctuations while still solving a transport equation. It
is known [26] that larger fluctuations lead to localization of the wave energy, which cannot
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be accounted for by kinetic models. Since the localization length is always smaller than the
diffusive (kinetic) length in spatial dimension d = 1, we restrict ourselves to the case d ≥ 2.

Let us consider the correlation of two fields u1
ε and u2

ε propagating in random media with the
same background velocity c0 but possibly different heterogeneities modeled by V ϕ, ϕ = 1, 2.
We also replace the Laplacian in (2.8) by the more general smooth, real-valued, positive Fourier
multiplier operator p(εD), which may account for (spatial) dispersive effects. We assume more-
over that p(−ik) = p(ik). We retrieve p(εD) = ∆ for p(iξ) = (iξ) · (iξ) = −|ξ|2.

We thus consider the two equations

ε
∂uϕε
∂t

+ Aϕεu
ϕ
ε = 0, ϕ = 1, 2, (4.2)

and assume the following structure for Aϕε :

Aϕε = −
(

0 c20
p(εD) 0

)
+
√
εV ϕ(

x

ε
)K, K =

(
0 1

0 0

)
. (4.3)

The correlation of two signals propagating in two different media may be of interest in probing
the temporal variations in the statistics of random media and has also found recent applications
in the analysis of time reversed waves [6,8].

Structure of the random fluctuations. The random inhomogeneities of the underlying me-
dia are modeled by the functions V ϕ(x). We assume that V ϕ(x) for ϕ = 1, 2 is a statistically
homogeneous mean-zero random field. Because higher-order statistical moments of the hetero-
geneous fluctuations do not appear in kinetic models, all we need to know about the statistics
of the random media in the high frequency limit are the two-point correlation functions, or
equivalently their Fourier transform the power spectra, defined by

c40R
ϕψ(x) = 〈V ϕ(y)V ψ(y + x)〉, 1 ≤ ϕ, ψ ≤ 2, (4.4)

(2π)dc40R̂
ϕψ(p)δ(p + q) = 〈V̂ ϕ(p)V̂ ψ(q)〉. (4.5)

Here 〈·〉 means ensemble average (mathematical expectation). We verify that R̂ϕψ(−p) =
R̂ϕψ(p). In section 7, we will consider more general random fluctuations of the form V ϕ(x, x

ε
),

where for each x ∈ Rd, V ϕ(x,y) is a statistically homogeneous mean-zero random field.

Equation for the Wigner transform. We define the Wigner transform of the two fields as

Wε(t,x,k) = W [u1
ε(t, ·),u2

ε(t, ·)](x,k), (4.6)

and deduce from (4.2) and (4.6) that

ε
∂Wε

∂t
+W [A1

εu
1
ε,u

2
ε] +W [u1

ε, A
2
εu

2
ε] = 0. (4.7)

The pseudo-differential calculus recalled in section 3 is used to obtain the equation:
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ε
∂Wε

∂t
+ P (ik +

εD

2
)Wε +WεP

∗(ik− εD

2
) +

√
ε
(
K1
εKWε +K2∗

ε WεK
∗
)

= 0, (4.8)

P (ik +
εD

2
) = −

 0 c20

p(ik +
εD

2
) 0

 , Kϕ
εW =

∫
Rd
ei

x·p
ε V̂ ϕ(p)W (k− p

2
)
dp

(2π)d
. (4.9)

Note that (4.8) is an exact evolution equation for the two-by-two Wigner transform Wε(t,x,k).
Its initial conditions are obtained by evaluating (4.6) at t = 0, and thus depend on the initial
conditions for u1

ε and u2
ε.

Multiple scale expansion. We are now interested in the high-frequency limit as ε → 0 of
Wε. Because of the presence of a highly-oscillatory phase exp(ε−1ix · k) in the operator Kϕ

ε ,
direct asymptotic expansions on Wε and (4.8) cannot provide the correct limit. Rather, as is
classical in the homogenization of equations in highly oscillatory media [10,24], we introduce
the following two-scale version of Wε:

Wε(t,x,k) = Wε(t,x,
x

ε
,k), (4.10)

and still use the symbol Wε for the function on R3d+1 in the new variables (t,x,y,k). We
then find that the differential operator D acting on the spatial variables should be replaced by
Dx + 1

ε
Dy. The equation for Wε thus becomes

ε
∂Wε

∂t
+P (ik+

Dy

2
+
εDx

2
)Wε+WεP

∗(ik−Dy

2
− εDx

2
)+
√
ε
(
K1KWε+K2∗WεK

∗
)

= 0, (4.11)

where we have defined KϕW =
∫
Rd eiy·pV̂ ϕ(p)W (k − p

2
) dp

(2π)d . Asymptotic expansions in the
new set of variables can now account for the fast oscillations of the heterogeneous medium.
Using the asymptotic expansion P = P0 + εP1 +O(ε2) in (4.9) and

Wε(t,x,y,k) = W0(t,x,k) +
√
εW1(t,x,y,k) + εW2(t,x,y,k), (4.12)

we equate like powers of ε in (4.11) to obtain a sequence of three equations.

Leading order and dispersion relation. The leading equation in the above expansion yields

L0W0 ≡ P0(ik)W0 +W0P
∗
0 (ik) = 0; P0 = JΛ0, Λ0 =

(
p(ik) 0

0 −c20

)
, J =

(
0 1

−1 0

)
. (4.13)

Let us define q0(ik) =
√
−p(ik). The diagonalization of the dispersion matrix P0 yields

λ±(k) = ±ic0q0(ik), b±(k) =
1√
2

(
±iq−1

0 (ik)

c−1
0

)
, c±(k) = −Λ0b±(k) =

1√
2

(
±iq0(ik)

c0

)
.

(4.14)
The vectors are normalized such that −b∗±Λ0b± = b∗±c± = 1 and we verify the spectral
decomposition P0 = λ+b+c∗+ + λ−b−c∗−. Since (b+(k),b−(k)) forms a basis of R2 for any
k ∈ Rd

∗, any matrix W may thus be decomposed as W =
∑
i,j=± αijbib

∗
j where αij = c∗iWcj =

tr
(
Wcic

∗
j

)
, and a straightforward calculation shows that c∗k(P0W +WP ∗

0 )cm = αkm(λk +λm).
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Using the above decomposition for the matrix W0 =
∑
i,j=± aijbib

∗
j , equation (4.13) implies

that a+− = a−+ = 0 so that

W0 = a+b+b∗+ + a−b−b∗−; a± = c∗±W0c±. (4.15)

Because all the components of uϕε are real-valued, we verify that W̄ (−k) = W (k). Here ¯
means complex conjugation component by component. From the above expression for a± and
the fact that c(−k) = c(k), we deduce that

ā±(−k) = a∓(k). (4.16)

It is thus sufficient to find an equation for a+(k). We verify that
∫
Rd a+dk = 1

2

∫
Rd tr(−Λ0W0)dk,

so that in the case where (4.2) is (2.8) and Wε is the Wigner transform of uε, we have

1

2

∫
R2d

tr(−Λ0W0)dkdx = E(t) =
∫

R2d
a+(t,x,k)dkdx, (4.17)

at least in the limit ε→ 0, where E is defined in (2.10). Thus a+ can be given the interpretation
of an energy density in the phase-space.

First-order corrector. The next equation in the asymptotic expansion in powers of ε is

P0(ik +
Dy

2
)W1 +W1P

∗
0 (ik− Dy

2
) + θW1 +K1KW0 +K2∗W0K

∗ = 0. (4.18)

The parameter 0 < θ � 1 is a regularization (limiting absorption) parameter that will be sent
to 0 at the end. It is required to ensure the causality of wave propagation [24]. We denote
by Ŵ1(t,x,p,k) the Fourier transform y → p of W1. Since W0 is independent of y so that
Ŵ0 = (2π)dδ(p)W0, we verify that Ŵ1 satisfies the equation

P0(ik+ i
p

2
)Ŵ1 +Ŵ1P

∗
0 (ik− ip

2
)+θŴ1 + V̂ 1(p)KW0(k−

p

2
)+ V̂ 2(p)W0(k+

p

2
)K∗ = 0. (4.19)

Since the vectors bi(k) form a complete basis of R2 for all k, we can decompose Ŵ1 as

Ŵ1(p,k) =
∑
i,j=±

αij(p,k)bi(k +
p

2
)b∗j(k−

p

2
). (4.20)

Multiplying (4.19) by c∗m(k+ p
2
) on the left and by cn(k− p

2
) on the right, recalling λ∗n = −λn,

and calculating b∗n(p)K∗cm(q) = 1
2c20
λm(q) and c∗m(p)Kbn(q) = −1

2c20
λm(p), we get

αmn(p,k) =
1

2c20

V̂ 1(p)λm(k +
p

2
)an(k−

p

2
)− V̂ 2(p)λn(k−

p

2
)am(k +

p

2
)

λm(k +
p

2
)− λn(k−

p

2
) + θ

. (4.21)

Note that W1 is linear in the random fields V ϕ.

Transport equation. Finally the third equation in the expansion in powers of ε yields

P0(ik +
Dy

2
)W2 +W2P

∗
0 (ik− Dy

2
) +K1KW1 +K∗

2W1K
∗

+
∂W0

∂t
+ P1(ik)W0 +W0P

∗
1 (ik) = 0.

(4.22)
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We consider ensemble averages in the above equation and thus look for an equation for 〈a+〉,
which we still denote by a+. We may assume that W2 is orthogonal to W0 in order to justify the
expansion in ε, so that 〈c∗+L0W2c+〉 = 0. This part cannot be justified rigorously and may be
seen as a reasonable closure argument [24], which provides the correct limit as ε→ 0 in cases
that can be analyzes rigorously [13]. We multiply the above equation on the left by c∗+(k) and
on the right by c+(k). Recalling the convention in (3.10), we obtain that since p(ik) = −q2

0(ik),
we have p′(ik) = −i∇kp(ik) = 2iq0(ik)∇kq0(ik). This implies that c∗+P1W0c+ = c∗+W0P

∗
1 c+ =

c0
2
∇kq0(ik) · ∇xa+(x,k). Let us define

ω+(k) = −c0q0(ik) = iλ+(ik). (4.23)

Our convention for the frequencies in the acoustic case are then ω± ± c0|k| = 0. We thus
find that c∗+L2W0c+ = {ω+, a+}(x,k), where the Poisson bracket is defined in (3.13). When

p(iξ) = (iξ)2, we obtain that c0∇kq0(ik) = c0k̂. Upon taking ensemble averages and still
denoting by a+ the ensemble average 〈a+〉, we get the equation

∂a+

∂t
+ {ω+, a+}(x,k) + 〈c∗+L1W1c+〉 = 0.

Here we have defined L1W = K1KW +K2∗WK∗. It remains to evaluate 〈c∗+L1W1c+〉. Let us

define Ŵ1(p,k) = V̂ 1(p)W 1
1 (p,k)+V̂ 2(p)W 2

1 (p,k) with obvious notation. Using the symmetry
R̂ij(−p) = R̂ij(p), we deduce that

〈L̂1W1(p,k)〉 = δ(p)c40

∫
Rd

(
R̂11(k− q)KW 1

1 (q− k,
k + q

2
) + R̂12(k− q)KW 2

1 (q− k,
k + q

2
)

+R̂21(k− q)W 1
1 (k− q,

k + q

2
)K∗ + R̂22(k− q)W 2

1 (k− q,
k + q

2
)K∗

)
dq.

Using the convention of summation over repeated indices, we obtain after some algebra that

〈c∗+(k)L1W1(k)c+(k)〉 =
λ+(k)

4(2π)d

∫
Rd

(−R̂11(k− q)λi(q)a+(k)

λi(q)− λ+(k) + θ
+
R̂12(k− q)λ+(k)ai(q)

λi(q)− λ+(k) + θ

+
R̂12(k− q)λ+(k)aj(q)

λ+(k)− λj(q) + θ
+
−R̂22(k− q)λj(q)a+(k)

λ+(k)− λj(q) + θ

)
dq.

(4.24)
Since λj(k) is purely imaginary, we deduce from the relation 1

ix+ε
→ 1

ix
+πsign(ε)δ(x), as ε→

0, which holds in the sense of distributions, that

lim
0<θ→0

(
1

λj(q)− λ+(k) + θ
+

1

λ+(q)− λj(k) + θ

)
= 2πδ(iλj(q)− iλ+(k)).

This implies that j = + in order for the delta function not to be restricted to the point k = 0
(we assume λ+(k) = 0 implies k = 0). So using (4.23), we obtain that

〈c∗+(k)L1W1(k)c+(k)〉 =
(
Σ(k) + iΠ(k)

)
a+(k)−

∫
Rd
σ(k,q)a+(q)δ

(
ω+(q)− ω+(k)

)
dq,
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where we have defined the scattering coefficients:

Σ(k) =
πω2

+(k)

2(2π)d

∫
Rd

R̂11 + R̂22

2
(k− q)δ

(
ω+(q)− ω+(k)

)
dq,

iΠ(k) =
1

4(2π)d
p.v.

∫
Rd

(R̂11 − R̂22)(k− q)
∑
i=±

λ+(k)λi(q)

λ+(k)− λi(q)
dq,

σ(k,q) =
πω2

+(k)

2(2π)d
R̂12(k− q).

(4.25)

The radiative transfer equation for a+ is thus

∂a+

∂t
+ {ω+, a+}(x,k) + (Σ(k) + iΠ(k))a+ =

∫
Rd
σ(k,q)a+(q)δ

(
ω+(q)− ω+(k)

)
dq. (4.26)

In the case where the two media are identical and p(ik) = −|k|2 so that q0(ik) = |k| and
ω+(k) = −c0|k|, we retrieve the classical radiative transfer equation for acoustic wave propa-
gation [24], whereas (4.26) generalizes the kinetic model obtained in [8].

5 Spatio-temporal Wigner transform

The Wigner transform defined in (3.4) captures the spatial oscillations of frequency of order
ε−1 of the vector field uε. The temporal oscillations are not considered explicitly although the
dispersion relation associated to (2.8) implies that iω is an eigenvalue of P0.

When the dispersion relation is rendered more complicated by the presence of a non-local
pseudo-differential operator in the time variable instead of ε∂t, the Wigner transform defined
in (3.4) fails to account for the connection between the temporal and spatial oscillations. In
order to capture the correct dispersion relation, a larger phase space needs to be introduced.
It is parameterized by the variables (t, ω,x,k) where k is the dual variable to x as before and
ω is now the dual variable to t. The spatio-temporal Wigner transform, which allows one to
capture oscillations of frequency ω = O(ε−1) and wavenumber |k| = O(ε−1) is then defined for
two vector fields u(t,x) and v(t,x) as

W [u,v](t, ω,x,k) =
∫

Rd+1
eik·y+iτωu(t− ετ

2
,x− εy

2
)v∗(t+

ετ

2
,x +

εy

2
)
dydτ

(2π)d+1
. (5.1)

Let us illustrate the use of the spatio-temporal Wigner transform by considering the following
constant coefficient equation

R(εDt)uε(t,x) + P (εDx)uε(t,x) = 0, (5.2)

with appropriate conditions at infinity in the time variable, where R(iω) is a Fourier multiplier.
For R(iω) = iω, we retrieve the Cauchy problem considered in the preceding section. For such
an equation as (5.2), the relation (4.7) for Wε defined in (4.6) no longer holds and it is unclear
how it could be extended. Finding an equation for W [uε,uε](t, ω,x,k) as defined in (5.1) is

12



however straightforward. Indeed we deduce from (5.2) that

W [R(εDt)uε,uε] +W [P (εDx)uε,uε] = 0. (5.3)

Now the differential calculus recalled in (3.7) allows us to infer that(
R(iω +

εDt

2
) + P (ik +

εDx

2
)
)
Wε(t, ω,x,k) = 0, (5.4)

where Wε = W [uε,uε]. We therefore obtain a closed equation for Wε(t, ω,x,k). In the limit
ε→ 0, we deduce that R(iω) +P (ik) = 0 on the support of the Wigner transform. This is the
dispersion relation for the temporal and spatial oscillations of the vector field uε.

Relationship to the spatial Wigner transform. We verify from the definition of both
Wigner transforms that

Wε(t,x,k) =
∫

R
Wε(t, ω,x,k)dω. (5.5)

In general situations, it does not seem possible to directly obtain an equation for Wε(t,x,k)
from the equation for Wε(t, ω,x,k). This is however possible when R(iω) = iω. Indeed, we
also deduce from (5.2) that Wε(t, ω,x,k)(R̄(iω − εDt

2
) + P ∗(ik − εDx

2
)) = 0. Upon summing

the above equation with (5.4) when R(iω) = iω, we obtain

ε
∂Wε

∂t
(t, ω,x,k) + P (ik +

εDx

2
)Wε(t, ω,x,k) +Wε(t, ω,x,k)P ∗(ik− εDx

2
) = 0. (5.6)

It remains to integrate the above equation in ω to obtain an equation for Wε(t,x,k).

Approximating initial conditions. The spatio-temporal Wigner transform satisfies a first-
order evolution equation in (5.6) and we will show in subsequent sections that its high frequency
limit satisfies a kinetic evolution equation as well. It is therefore useful to estimate its initial
value, at least approximatively, from the wave fields.

Let φ(t,x) ∈ C∞0 (Rd+1) be a smooth compactly supported function of unit mass so that∫
Rd+1 |φ|2(t,x)dtdx = 1. We define the rescaled version

φε(t,x) =
1

εα
d+1
2

φ(
t

εα
,
x− x0

εα
), 0 < α < 1. (5.7)

Using (5.1), we verify that

W [φεu, φεv](t, ω,x,k) = |φε|2(t,x)W [u,v](t, ω,x,k) +O(ε|∇φε|), (5.8)

and that the second term is smaller than the first one. Upon sending ε to 0 in the high frequency
limit, we observe that 1

εα(d+1) |φ|2( t
εα ,

x−x0

εα ) → δ(t)δ(x−x0). The right-hand side in (5.8) allows
us to estimate the “initial condition” W [u,v](0, ω,x0,k) up to an error of order ε1−α → 0 from
the left-hand side, which probes the fields u and v in the εα vicinity of t = 0 and x = x0.

Note that if one starts from initial conditions for a problem of the form (2.8), it is easy to verify
that propagation over times εα � ε1/2 is well-approximated by propagation in a homogeneous
medium (up to an error of order εα−1/2). So for α > 1/2, we can easily estimate the left-hand
side in (5.8) from prescribed initial conditions for the wave fields.
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6 Kinetic model for the spatio-temporal Wigner transform

In this section we consider the following generalization of (4.2):

R(εDt)u
ϕ
ε + Aϕεu

ϕ
ε = 0, ϕ = 1, 2, (6.1)

where Aϕε is defined in (4.3) and R(iω) is a smooth function satisfying the symmetry

R̄(iω) = −R(iω). (6.2)

Although other dispersive effects may also be accounted for, R(iω) can model the (non-local)
temporal discretization of ∂t and p(ik) the spatial discretization of ∆x. It is then important
to quantify how the constitutive parameters of the radiative transfer equation (4.26) are mod-
ified by spatial and temporal discretizations of the wave field. The use of pseudo-differential
operators to understand finite difference schemes has a long history [20,21,23]. Consider for
instance the simplest example of a second-order discretization in time and space of (2.8) in
dimension d = 2 [12], with ε∆ and εh the time step and grid size, respectively. The resulting
finite difference equation may be recast in the framework of (6.1) with operators R(Dt) and
q(Dx) having the respective symbols:

R(iω) = i
sinω∆

∆
, q(ik) =

2 coshkx + 2 coshky − 4

h2
, k = (kx, ky). (6.3)

Note that R2(εDt)pε = c2ε(x)q(εD)pε is the second-order discretization of the wave equation
with time step 2ε∆ and spatial grid εh, whose kinetic model will be treated in section 7.

Equation for the Wigner transform. We consider the Wigner transform

Wε(t, ω,x,k) = W [u1
ε,u

2
ε](t, ω,x,k). (6.4)

Using the calculus and notation of section 4, we deduce that Wε solves the following equations

R(iω +
ε

2
Dt)Wε + P (ik +

εDx

2
)Wε +

√
εK1

εKWε = 0

R̄(iω − ε

2
Dt)Wε +WεP

∗(ik− εDx

2
) +

√
εK2

εWεK
∗ = 0.

(6.5)

The operators Kϕ
ε involve the fast scale y = ε−1x. However the fast scale ε−1t does not

appear and thus need not be introduced. We thus consider the following two-scale version
Wε(t, ω,x,k) = Wε(t, ω,x,

y
ε
,k) (still using the notation Wε in the new variables (t, ω,x,y,k)).

The latter satisfies the following equations

R(iω +
ε

2
Dt)Wε + P (ik +

Dy

2
+
εDx

2
)Wε +

√
εK1KWε = 0

R̄(iω − ε

2
Dt)Wε +WεP

∗(ik− Dy

2
− εDx

2
) +

√
εK2WεK

∗ = 0.
(6.6)

We now plug into (6.6) the following expansion

Wε(t,x,y,k) = W0(t,x,k) +
√
εW1(t,x,y,k) + εW2(t,x,y,k), (6.7)
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and equate like powers of ε. The three leading equations provide us with a kinetic model for
the leading term W0(t,x,k) as follows.

Leading order and dispersion relation. The equations of order O(1) are given by(
R(iω) + P (ik)

)
W0 = 0, W0

(
R̄(iω) + P ∗(ik)

)
= 0. (6.8)

Upon summing these equations and recalling the symmetry properties of R, we obtain that

P (ik)W0 +W0P
∗(ik) = 0.

This implies as in section 4 that

W0(t, ω,x,k) = a+(t, ω,x,k)b+(k)b∗+(k) + a−(t, ω,x,k)b−(k)b∗−(k). (6.9)

The relations in (6.8) implies that

W0(t, ω,x,k) = a+(t,x,k)δ(ω − ω+(k))b+(k)b∗+(k) + a−(t,x,k)δ(ω − ω−(k))b−(k)b∗−(k),
(6.10)

where the values ω±(k) are obtained by solving the dispersion relation:

R(iω±(k)) + λ±(k) = 0. (6.11)

We assume in this section that these equations are uniquely solvable. This can be verified for
many classical discretizations of the wave equation provided that sufficiently high frequencies
are neglected. Non-uniquely solvable dispersion relations will be considered in detail in section
7. Since λ−(k) = −λ+(k), we verify then that ω+(k) = −ω−(k) since they satisfy the same
uniquely solvable equation.

It thus remains to derive equations for the propagating modes a±(t,x,k). Because all the com-
ponents of uϕε are real-valued, (4.16) holds and it is sufficient to find an equation for a+(t,x,k).
The rest of the derivation is similar to that of section 4 and we outline the differences.

First-order corrector. The equations of order O(
√
ε) provide(

R(iω) + P (ik +
Dy

2
)
)
W1 + 1

2
θ(ω)W1 +K1KW0 = 0

W1

(
R̄(iω) + P ∗(ik− Dy

2
)
)

+ 1
2
θ(ω)W1 +K∗

2W0K
∗ = 0.

(6.12)

The regularization parameter θ(ω) is allowed to depend on ω. To preserve causality we need
|θ(ω)| � 1 and sign(θ(ω)) = − sign(ω). Upon summing the latter two equations we obtain

P (ik +
Dy

2
)W1 +W1P

∗(ik− Dy

2
) + θW1 +K1KW0 +K∗

2W0K
∗ = 0. (6.13)

Except for the presence of the frequency variable ω, this is the same equation as in section 4.
We can thus decompose the Fourier transform y → p of W1 as

Ŵ1(ω,p,k) =
∑
i,j=±

αij(p,k, ω)bi(k +
p

2
)b∗j(k−

p

2
), (6.14)
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and obtain that the coefficients αij are given by(
λm(k +

p

2
)− λn(k−

p

2
) + θ

)
αmn(ω,p,k)

=
1

2c20

(
V̂ 1(p)an(k−

p

2
)δ
(
ω − ωn(k−

p

2
)
)
λm(k +

p

2
)

−V̂ 2(p)am(k +
p

2
)δ
(
ω − ωm(k +

p

2
)
)
λn(k−

p

2
)
)
.

(6.15)

Second-order corrector and equation for a+. The equations of order ε finally yield(
R(iω) + P (ik +

Dy

2
)
)
W2 +K1KW1 +

(
R′(iω)

Dt

2
+ p′(ik) · Dx

2
K∗
)
W0 = 0

W2

(
R̄(iω) + P ∗(ik− Dy

2
)
)

+K∗
2W1K

∗ −W0

(
R̄′(iω)

Dt

2
+ p̄′(ik) · Dx

2
K
)

= 0.
(6.16)

Summing the above two equations provides the following constraint

P (ik +
Dy

2
)W2 +W2P

∗(ik− Dy

2
) +K1KW1 +K∗

2W1K
∗

+R′(iω)DtW0 + p′(ik) · Dx

2
K∗W0 −W0

(
p̄′(ik) · Dx

2
K
)

= 0.
(6.17)

Except for the presence of R′(iω), this is the same equation as (4.22) in section 4. The dispersion
relation (4.23) is now replaced by (6.11). We verify that the term δ(ω−ω+(k)), which is equal
to δ(ω−ω+(q)) on the shell δ(c0q0(iq)−c0q0(ik)), factorizes in the above expression. Evaluating
the density of the equation (6.17) at ω = ω+(q) and following the same steps as in section 4,
we find that the mode a+(t,x,k) satisfies the equation

R′(iω+)
∂a+

∂t
+ {iλ+, a+}(x,k) +

(
sign(−ω+)Σ(k) + iΠ(k)

)
a+

= sign(−ω+)
∫

Rd
σ(k,q)a+(q)δ

(
− iλ+(iq) + iλ+(ik)

)
dq,

(6.18)

where the constitutive parameters in the above equation are defined in (4.25).

This equation may be simplified as follows. We deduce from the dispersion relation (6.11) and
our convention on R(iω) that

{iλ+, a+} = R′(iω+){ω+, a+}, δ(R(iω)−R(iω0)) =
δ(ω − ω0)

|R′(iω0)|
,

sign(−ω+)

R′(iω+)
=

1

|R′(iω+)|
.

This allows us to recast (6.18) as

∂a+

∂t
+ {ω+, a+}(x,k) + (Σ̃(k) + iΠ̃(k))a+ =

∫
Rd
σ̃(k,q)a+(q)δ

(
ω+(q)− ω+(k)

)
dq, (6.19)

where the above coefficients are related to those in (4.25) by

Σ̃(k) =
Σ(k)

|R′(iω+(k))|2
, σ̃(k,q) =

σ(k,q)

|R′(iω+(k))|2
, Π̃(k) =

Π(k)

R′(iω+(k))
. (6.20)

The above relations explicitly quantify the influence of dispersive effects caused by e.g. spatial
and temporal discretizations. Two main differences may be observed: firstly, the dispersion
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relation (6.11) replaces (4.23). Secondly, the waves interactions with the underlying medium
are governed by the constitutive parameters given in (6.20) rather than (4.25). The latter only
involve the coefficient R′(iω+(k)). We find for instance for the second-order discretization in
time that

R′(iω) = cos(ω∆) when R(iω) = i
sinω∆

∆
,

at least for sufficiently low frequencies so that the dispersion relation is uniquely solvable. This
provides us with a complete picture of how dispersive effects including discretizations of the
wave equation modify energy transport and two-field correlations.

7 Kinetic model for the scalar wave equation

The methodology developed in the preceding section to obtain a kinetic equation for the
spatio-temporal Wigner transform may also be directly applied to the scalar wave equation
(2.3), which we recast more generally as

R(εDt)pε +Hεpε = 0, Hε = bε(x)β(εDx)dε(x)γ(εDx). (7.1)

Note that kinetic models for scalar second-order equations, whether dispersive effects are
present or not, cannot be obtained using the methods developed in [15,22,24]. We need to
use the spatio-temporal Wigner transform introduced in section 5. The principal symbol of the
high frequency limit of Hε is defined by

H(x,k) = b0(x)d0(x)β(ik)γ(ik). (7.2)

The conditions on the operators appearing in the above equation are as follows. To preserve
the second-order character of (7.1), we consider the case

R(iω) = R̄(iω), (7.3)

for instance when R(iω) = S(ω2) in the case of the scalar wave equation. This relation is to
be compared with (6.2) in the preceding section. We denote by ωn(x,k) the solutions of the
dispersion relation

R(iω) +H(x,k) = 0. (7.4)

We assume that all solutions ωn(x,k) are real-valued. When R(iω) = S(ω2), they come in pairs
ω−n = ωn. The (even) number of modes indexed by n may be finite or infinite but is assumed
to be independent of (x,k). This generalizes the case considered in the preceding section where
n = ±1. We also assume that the operator γ(εDx) is vector-valued (such as γ(ik) = ik) and
β(εDx) = γ∗(εDx) is its adjoint operator (such that e.g. the Fourier transform of β(εDx)u(x)
is −ik · û(k)). Both β and γ are real-valuedness preserving and the above assumptions imply
that (βγ)(ik) ≥ 0. Classical scalar equations and their discretizations by finite differences that
fit into the above framework include the scalar wave equation with R(iω) = −ω2, the linear
Klein-Gordon equation with R(iω) = −ω2 + α2 for some α > 0, and the Schrödinger equation
with R(iω) = ω. In all cases, γ(ik) = ik and β(ik) is the symbol of the adjoint operator.
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To be consistent with the weak-coupling regime considered earlier, we also assume that

bε(x) = b0(x) +
√
εb1(

x

ε
), dε(x) = d0(x) +

√
εd1(

x

ε
), (7.5)

where b0(x) and d0(x) are smooth functions and b1(x) and d1(x) are mean-zero stationary
random fields. The power spectra are defined by

(2π)dx0y0R̂xy(p)δ(p + q) = 〈x̂1(p)ŷ1(q)〉, (x, y) ∈ {(b, b), (b, d), (d, d)}. (7.6)

Here b0 and d0 are normalizing constants equal to b0(x) and d0(x), respectively, when the latter
are constant functions.

We finally define the Wigner transform:

Wε(t, ω,x,k) = W [pε, pε](t, ω,x,k). (7.7)

To avoid carrying through too many indices, we first consider the energy density associated
to one single vector field and generalize the kinetic equation to the correlation of two fields
propagating in two different media at the end of the section. We again have the two relations

W [R(εDt)pε, pε] +W [Hεpε, pε] = 0, W [pε, R(εDt)pε] +W [pε,Hεpε] = 0. (7.8)

We verify that

W [R(εDt)pε, pε] = R(iω)Wε +
εR′(iω)

2

∂Wε

∂t
+O(ε2)

W [pε, R(εDt)pε] = R(iω)Wε −
εR′(iω)

2

∂Wε

∂t
+O(ε2).

(7.9)

Some pseudo-differential calculus. Successive applications of (3.7) and (3.12) provide that

W [b0(x)β(εDx)d0(x)γ(εDx)pε, pε] = LHWε +O(ε2)

LH =
(
b0(x) +

iε

2
∇xb0(x) · ∇k

)
β(ik + ε

D

2
)
(
d0(x) +

iε

2
∇xd0(x) · ∇k

)
γ(ik + ε

D

2
).

For functions W that do not oscillate rapidly in the x variable, we obtain as in (3.12) that

LHW = HW +
iε

2
{H,W}(x,k) +

iε

2
[d0∇xb0(x) · ∇k(βγ)(ik)]W +O(ε2). (7.10)

Here we have used explicitly that (∇kβ)γ − β∇kγ = 0, which holds because β = γ∗. When
the latter does not hold, a term proportional to ((∇kβ)γ − β∇kγ)W appears in (7.10). The
reason for the presence of the zeroth order term [d0∇xb0(x) · ∇k(βγ)(ik)]W in (7.10) is
that W as defined in (7.7) does not allow one to preserve energy (in the sense that t 7→∫
R2d+1 W (t, ω,x,k)dωdxdk is constant). It is rather b−1

0 (x)W , or the latter expression multi-
plied by any function of the Hamiltonian H(x,k), that preserves energy; see (7.15) and (8.1)
below. The condition β = γ∗, which implies that the divergence and gradient operators in
(2.3) should be discretized in a consistent manner, should then be interpreted as a sufficient
condition for the kinetic model to preserve energy.
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When LH is applied on highly oscillatory functions of the form W (x, x
ε
,k) we find that

LH[W (x,y,k)](x,k) = H(x,k +
−iDy

2
)W (x,y,k)

∣∣∣∣
y=x

ε

+O(ε). (7.11)

We will use both asymptotic expansions (7.10) and (7.11) in the sequel.

We now account for the highly oscillatory fluctuations in the random media. We verify using
(3.16) that

W [b1(
x

ε
)β(εDx)d0(x)γ(εDx)pε, pε] = BεWε +O(ε)

BεW = d0(x)
∫

Rd
ei

x·p
ε b̂1(p)(βγ)(ik− ip

2
+
εD

2
)W (x,k− p

2
)
dp

(2π)d
,

W [b0(x)β(εDx)d1(
x

ε
)γ(εDx)pε, pε] = DεWε +O(ε)

DεW = β(ik +
εD

2
)b0(x)

∫
Rd
ei

x·p
ε d̂1(p)γ(ik− ip

2
+
εD

2
)W (x,k− p

2
)
dp

(2π)d
.

We have carefully kept the contributions of the form εD/2 in the above symbols. When Bε
and Dε are applied to functions that do not oscillate rapidly in the x variable, then these
contributions may be dropped without changing the O(ε) accuracy, which will be sufficient in
what follows. However, when applied to functions of the form W (x, x

ε
,k), we find that

Bε[W (x,y,k)](x,k) = d0(x)
∫

Rd

eiy·pb̂1(p)(βγ)(ik− ip
2

+
Dy

2
)W (x,y,k− p

2
)

dp
(2π)d

∣∣∣
y=x

ε

,

Dε[W (x,y,k)](x,k) = β(ik +
Dy

2
)b0(x)

∫
Rd

eiy·pd̂1(p)γ(ik− ip
2

+
Dy

2
)W (x,y,k− p

2
)

dp
(2π)d

∣∣∣
y=x

ε

,

up to O(ε) terms. Finally we check that

W [b1(
x

ε
)β(εDx)d1(

x

ε
)γ(εDx)uε, uε] = CεWε

CεW (x,k) = β(ik)γ(ik)
∫
ei

p+q
ε
·xb̂1(p)d̂1(q)W (x,k− p + q

2
)
dpdq

(2π)2d
+O(ε).

The error estimate O(ε) becomes an estimate of the form O(1) when Cε is applied toW (x, x
ε
,k).

Such an estimate is however sufficient for what follows.

Expansions for W [pε,Hεpε] are obtained in a similar manner. Formally, the adjoint operator
are obtained from the above formulas by replacing k− p

2
by k + p

2
and any derivative Dy by

−Dy. The Poisson bracket is modified as shown in (3.15). These expansions allow us to obtain
the the two constraints on Wε:[

R(iω +
εDt

2
) + LH +

√
ε(Bε +Dε) + εCε

]
Wε = O(ε3/2)[

R(iω − εDt

2
) + L∗H +

√
ε(B∗ε +D∗

ε) + εC∗ε
]
Wε = O(ε3/2).

(7.12)

We now use the previous asymptotic expansions and (6.7) to find an equation for W0(t, ω,x,k).
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Dispersion relation. The leading term in (7.8) or (7.12) provides that(
R(iω) +H(x,k)

)
W (t, ω,x,k) = 0. (7.13)

This implies that W (t, ω,x,k) is a distribution supported on the manifold given by (7.4),
which admits ωn(x,k) as distinct solutions by assumption. This allows us to decompose W0 as

W0(t, ω,x,k) = b0(x)
∑
n

an(t,x,k)δ(ω − ωn(x,k)). (7.14)

The presence of b0(x) in the above equation will appear clearly later on and is related to
energy conservation. Note that an(t,x,k) is the density of W0(t, ω,x,k) in the ω variable in
the vicinity of ω − ωn(x,k) = 0. Thus the values of an(t,x,k) are uniquely determined from
knowledge of W0(t, ω,x,k).

Corrector W1. Upon subtracting the two equations in (7.8) and (7.9), we obtain that

εR′(iω)
∂Wε

∂t
+ L0Wε +

√
εL1Wε + εL2Wε = O(ε2),

where the operators Lk are explicitly deduced from (7.12). Let us recast Wε(t, ω,x,k) =
b0(x)W̃ (t, ω,x, x

ε
,k) and introduce the decomposition

W̃ (t, ω,x,y,k) = W̃0(t, ω,x,k) +
√
εW̃1(t, ω,x,y,k) + εW̃2(t, ω,x,y,k). (7.15)

We deduce from (7.12) that

εR′(iω)
∂W̃

∂t
+
(
H(x,k +

−iDy

2
)−H(x,k− −iDy

2
)
)
W̃ + iε{H(x,k), W̃}(x,k)

+
√
εL1W̃ + εL2W̃ = O(ε2).

The equation for W̃1 is thus(
H(x,k +

−iDy

2
)−H(x,k− −iDy

2
)
)
W̃1 + iθ(ω)W̃1 + L1W̃0 = 0. (7.16)

Here, we have again introduced a small regularization parameter θ(ω). The sign of θ(ω) is
chosen so that causality is preserved, which implies in the above equation that θ(ω) has the
same sign as ω. Upon solving (7.16) we find that the Fourier transform of W̃1 is given by

Ŵ1(p,k) =
α(x,p,k +

p

2
,k− p

2
)W̃0(k−

p

2
)− α(x,p,k− p

2
,k +

p

2
)W̃0(k +

p

2
)

H(x,k− p

2
)−H(x,k +

p

2
)− iθ(ω)

α(x,p,k,q) = d0(x)b̂1(p)β(iq)γ(iq) + b0(x)d̂1(p)β(ik)γ(iq).

(7.17)

Radiative transfer equation. The equation for the ensemble average of W̃0 (still denoted
by W̃0) is then

R′(iω)
∂W̃0

∂t
+ i{H, W̃0}+ 〈L1W̃1〉+ 〈L2〉W̃0 = 0. (7.18)
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We verify that 〈L2〉W̃0 = 0 since it involves the term β(ik)γ(ik)Rbd(0)W0(x,k), which can-
cels when its complex conjugate term is subtracted. Here Rbd(y) is the two point correlation
function 〈b1(x)d1(x + y)〉. Since sign(θ(ω)) = sign(ω), we obtain that

〈L1W̃1〉 = i sign(ω)
∫

Rd

(
BΣ(x,k,q)W̃0(k)−Bσ(x,k,q)W̃0(q)

)δ(H(x,k)−H(x,q)
)
dq

(2π)d−1

BΣ(x,k,q)δ(0) = (2π)−d〈α(x,k− q,k,q)α(x,q− k,q,k)〉
Bσ(x,k,q)δ(0) = (2π)−d〈α2(x,q− k,k,q)〉.

Note that β(ik)γ(iq) = (β(ik)γ(iq))∗ = γ∗(iq)β∗(ik) = β(iq)γ(ik). This implies that α(x,k−
q,k,q) = α(x,q − k,q,k). Since H(x,k) − H(x,q) = 0, we thus obtain that B(x,k,q) ≡
BΣ(x,k,q) = Bσ(x,k,q). The expression for B is given more explicitly by

B(x,k,q) =
(
b20d

2
0(x)R̂bb(k− q)(βγ)2(ik) + b20(x)d2

0R̂dd(k− q)
(
β(ik)γ(iq)

)2

+2b0d0(b0d0)(x)R̂bd(k− q)(βγ)(iq)β(ik)γ(iq)
)
.

(7.19)

This gives us the equation

R′(iω)
∂W̃0

∂t
+ i{H, W̃0}

+i sign(ω)
∫

Rd
B(x,k,q)

(
W̃0(k)− W̃0(q)

)
δ
(
H(x,k)−H(x,q)

) dq

(2π)d−1
= 0.

(7.20)

Now let (ω,x,k) be such that ω = ωm(x,k), which uniquely defines m. Then

W̃0(t, ω,x,k) = am(t,x,k)δ(ω − ωm(x,k)).

Moreover, H(x,k) = −R(iωm(x,k)) so that i{H, W̃0} = R′(iωm){ωm, W̃0}. With our as-
sumptions on R(iω), we have that δ(R(iω) − R(iω0)) = |R′(iω0)|−1δ(ω − ω0) and i sign(ω) =
sign(R′(iω)). We next verify that for all q such that H(x,q) = −R(iωn(x,q)) and ωn(x,q) =
ω = ωm(x,k), we have δ(H(x,k) − H(x,q)) = |R′(iωm(x,k))|−1δ(ωm(x,k) − ωn(x,q)). Col-
lecting the above calculations, we obtain that the density of (7.20) in the variable ω in the
vicinity of (ω,x,k) such that ω = ωm(x,k) is thus given by the equation

∂am
∂t

+{ωm(x,k), am}+Σm(x,k)am =
∫

Rd
σ(x,k,q)

∑
n

an(q)δ
(
ωn(x,q)−ωm(x,k)

)
dq, (7.21)

where we have defined

Σm(x,k) =
∫

Rd
σ(x,k,q)

∑
n

δ
(
ωn(x,q)− ωm(x,k)

)
dq

σ(x,k,q) =
B(x,k,q)

|R′(iωm(x,k))|2
1

(2π)d−1
.

(7.22)

Here, the index m runs over all possible modes allowed by the dispersion relation. This provides
us with a transport equation for the scalar wave equation, which accounts for fluctuations both
in the density and the compressibility, for possible bending of the characteristics of propagation
by variations in κ0(x) = b−1

0 (x) and ρ(x) = d−1
0 (x), and for possible discretizations both in
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space (where γ(ik) is an approximation of ik and β(ik) an approximation of −ik·), and in time
(where R(iω) is an approximation of second-order differentiation in time). For low frequencies,
we expect the number of modes in the dispersion relation to equal two, as in the continuous
case ω±(x,k) = ±c0(x)|k|. We see however that strong dispersion may generate more than
two modes, in which cases, mode coupling occurs according to the kinetic model (7.21); see
also [7] for a similar behavior.

The computational advantages of kinetic models based on the scalar equation (7.1) rather than
the system (4.2) are clear: by allowing multi-valuedness in the dispersion relation (7.4), we no
longer need to perform diagonalizations as in (4.13) and decompositions as in (4.15) or (4.20).

Correlations in different media. The above theory may be generalized to the correlation of
two vector fields propagating in different media as we did in sections 4 and 6. We also assume
that the spatial operator is a sum of M ≥ 1 operators of the form (7.1). This is for instance
useful in the case of a Schrödinger equation with random potential. Let pϕ be the solution of

R(εDt)p
ϕ
ε +Hϕ

ε p
ϕ
ε = 0, Hϕ

ε =
M∑
µ=1

Hϕ
µε, 1 ≤ ϕ ≤ 2,

Hϕ
µε = bϕµε(x)βµ(εDx)d

ϕ
µε(x)γµ(εDx), 1 ≤ ϕ ≤ 2, 1 ≤ µ ≤M.

(7.23)

We define the operators H(x,k) =
∑N
µ=1Hµ(x,k), Hµ(x,k) = bµ0(x)dµ0(x)βµ(ik)γµ(ik), for

1 ≤ µ ≤M . We assume that the random fluctuations and the power spectra are given by

bϕµε(x) = bµ0(x) +
√
εbϕµ1(x,

x

ε
), dϕµε(x) = dµ0(x) +

√
εdϕµ1(x,

x

ε
),

(2π)dxµ0yµ0R̂
ϕψ
µνxy(x,p)δ(p + q) = 〈x̂ϕµ1(x,p)ŷψν1(x,q)〉

(x, y) ∈ {(b, b), (b, d), (d, d)}, 1 ≤ ϕ, ψ ≤ 2, 1 ≤ µ, ν ≤M.

(7.24)

Let us now define the Wigner transform of the two wave fields:

Wε(t, ω,x,k) = W [p1
ε, p

2
ε](t, ω,x,k).

Thanks to (3.17), the presence of the slow scale x in the random fluctuations does not modify
the asymptotic expansion used earlier in this section since the correction is of order O(ε3/2).
We do not repeat the details and present the final result. Let us define

Σm(x,k) =
∫

Rd

M∑
µ,ν=1

B11
µν(x,k,q) +B22

µν(x,k,q)

2|R′(iωm(x,k))|2
∑
n

δ
(
ωn(x,q)− ωm(x,k)

) dq

(2π)d−1
,

Πm(x,k) =
1

R′(iωm(x,k))
p.v.

∫
Rd

M∑
µ,ν=1

B11
µν(x,k,q)−B22

µν(x,k,q)

H(x,k)−H(x,q)

dq

(2π)d
,

σm(x,k,q) =
M∑

µ,ν=1

B12
µν(x,k,q)

|R′(iωm(x,k))|2
1

(2π)d−1
,

αϕµ(x,p,k,q) = dµ0(x)b̂ϕµ1(x,p)βµ(iq)γµ(iq) + bµ0(x)d̂ϕµ1(x,p)βµ(ik)γµ(iq),

Bϕψ
µν (x,k,q)δ(0) = (2π)−d〈αϕµ(x,k− q,k,q)αψν (x,q− k,q,k)〉.

(7.25)
Note that Bϕψ

µν (x,k,q) is a function of the power spectra defined in (7.24) as in (7.19). The
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modes am(t,x,k) then satisfy the following equation

∂am
∂t

+ {ωm(x,k), am}+
(
Σm(x,k) + iΠm(x,k)

)
am

=
∫

Rd
σm(x,k,q)

∑
n

an(q)δ
(
ωn(x,q)− ωm(x,k)

)
dq.

(7.26)

where the frequencies ωm are still the solutions of (7.4). The above expression generalizes (4.26)
and (6.19) to the case of multiple mode solutions of the dispersion relation and of more general
fluctuations of the density and compressibility.

8 Some applications of the theory

Acoustic wave equation. The typical example of application of the preceding theory is the
treatment of acoustic wave propagation recalled in section 2. In the continuous (not discretized
and non-dispersive) case of acoustic wave equations, R(iω) = −ω2, β(ik) = −ik· and γ(ik) =
ik, b0(x) = κ−1(x) and d0(x) = ρ−1(x). We then have H(x,k) = b0(x)d0(x)|k|2 and ω±(x,k) =

∓c0(x)|k|, c0(x) =
√
b0(x)d0(x). The fluctuations b1 and d1 may thus be seen as fluctuations

in the compressibility κ and the density ρ, respectively. We then verify that

σ(x,k,q) =
πc20|k|2

2(2π)d

(
b20

b20(x)
R̂bb(k− q) +

d2
0

d2
0(x)

R̂dd(k− q)k̂ · q̂ +
2b0d0

b0(x)d0(x)
R̂bd(k− q)k̂ · q̂

)
.

Here we use the notation k = k̂|k|. This expression agrees with [24, Eq (4.38)] and shows that
the kinetic models associated to the conservations (2.2) and (2.4) are indeed the same as was
announced in section 2. The rescaled energy ã+(t,x,k) = H(x,k)a+(t,x,k) satisfies the same
equation as a+(t,x,k). Moreover we verify that

EH(t) =
∫

Rd
ã+(t,x,k)dk, (8.1)

where EH(t) is defined in (2.4). Thus ã+(t,x,k) describes the acoustic energy transport in the
phase space.

Schrödinger equations. The phase function of a single particle in a heterogeneous potential
may be written in the weak-coupling regime as

iε
∂ψε
∂t

+
ε2

2
∆ψε −

(
V0(x) +

√
εV1(

x

ε
)
)
ψε = 0. (8.2)

Choosing R(iω) = ω, we then have the Hamiltonian HS(x,k) = |k|2
2

+ V0(x), and ω(x,k) =

− |k|2
2
− V0(x). The Wigner transform Wε(t, ω,x,k) of ψε may be given the interpretation of

the probability density of the particle in the phase space, at least in the limit ε→ 0, and the
mode a(t,x,k) satisfies the equation

∂a

∂t
+ k · ∇xa−∇xV0 · ∇ka+

∫
Rd
R̂(p− k)

(
a(k)− a(p)

)
δ
( |p|2

2
− |k|2

2

) dp

(2π)d−1
= 0, (8.3)
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where R̂(p) is the power spectrum of V1(y), with the normalization constant V0 = 1.

Klein Gordon equations. Relativistic particles interacting with an electromagnetic field
may be modeled in the weak-coupling regime by the following Klein Gordon equation

ε2∂
2ψε
∂t2

− ε2∆ψε + α2ψε −
√
εV1(

x

ε
)ψε = 0, (8.4)

where the potential V1 represents the interactions with a highly oscillatory electromagnetic
field (in a simplified model). We have the Hamiltonian and the dispersion relation

HK(x,k) = |k|2 + α2, −ω2(x,k) + α2 + |k|2 = 0. (8.5)

Then the kinetic models for the modes a±, which correspond to the particles (−ω+ > 0) and
anti-particles (−ω− < 0) in the system, are given by

∂a±
∂t

± k√
α2 + |k|2

· ∇xa± +
∫

Rd
R̂(p− k)

(
a±(k)− a±(p)

)δ(|p|2 − |k|2)
2
√
α2 + |k|2

dp

(2π)d−1
= 0. (8.6)

More general models for the second-order spatial operator ∆ can be accounted for as in the
case of acoustic waves.

Equations of electromagnetism. In the absence of source terms, electromagnetic waves
propagating in linearly magnetic and polarizable (dielectric) media are solutions of Maxwell’s
equations

εε
∂Eε

∂t
= ∇×Hε, ∇ · εεEε = 0, µε

∂Hε

∂t
= −∇× Eε, ∇ · µεHε = 0, (8.7)

where (E,H) is the electromagnetic field, εε(x) is the dielectric constant and µε(x) is the
permeability. We verify that

EM(t) =
1

2

∫
Rd

(
εε(x)|Eε|2(t,x) + µε(x)|Hε|2(t,x)

)
dx = EH(0), (8.8)

is conserved. The full kinetic model obtained in [24] for (8.7) requires us to consider polarization
effects that the scalar model developed in section 7 does not handle. The latter still allows us
to find the kinetic structure of (8.7) when either εε or µε is constant. Consider for instance a
magnetic media with

εε(x) = ε0, µε(x) = µ0(x) +
√
εµ1

(x
ε

)
. (8.9)

When (8.9) holds, we find then that

∂2Eε

∂t2
−∇ · c2ε(x)∇Eε = 0, ∇ · Eε = 0, (8.10)

where the light speed is defined as c2ε(x) = (ε0µε(x))−1. This implies that each component of
Eε satisfies a scalar wave equation. These components are not independent as the divergence
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condition ∇ · Eε = 0 holds. The energy conservation for (8.10) is given by

EE(t) =
ε0
2

∫
Rd

(
|ε∂Eε

∂t
|2 + c2ε(x)|ε∇Eε|2

)
dx = EE(0). (8.11)

We verify that by introducing the magnetic vector potential Aε(t,x) solution of (8.10) with
the Coulomb gauge ∇ · Aε = 0 and defining Eε = −∂tAε and Hε = µ−1

ε ∇ × Aε, we obtain
that both energies EM [Eε,Hε] = EE[Aε] agree.

Let us now define the Wigner transform

Wε(t, ω,x,k) = W [Eε,Eε](t, ω,x,k). (8.12)

We decompose the light speed as in (4.1). Then each component of the d× d matrix satisfies
in the limit the decomposition

W0mn(t, ω,x,k) = a+mn(t,x,k)δ(ω − ω+(x,k)) + a−mn(t,x,k)δ(ω − ω−(x,k)), (8.13)

where ω±(x,k) = ∓c0(x)|k| and a+mn satisfies the equation (4.26). We thus obtain that each
component a+mn satisfies the same kinetic equation. The d× d components of a+(t,x,k), the
density of W0(t, ω,x,k), are not independent however. The divergence relation ∇ · Eε = 0
imposes in the limit ε→ 0 that

a+(t,x,k)k = 0, kta(t,x,k) = 0. (8.14)

Since a+(t,x,k) is Hermitian thanks to (3.2), the above two constraints are equivalent. Nonethe-
less, it imposes d constraints on a Hermitian matrix of dimension d(d + 1)/2. The matrix
a+(t,x,k) is thus d(d − 1)/2 dimensional, which corresponds to the number of polarizations
that the system can generate. In dimension d = 2, we thus have one mode associated to
ω+ = c0|k|. In dimension d = 3, two independent modes are associated to ω+ = c0|k|.

The kinetic model may then be expressed as follows. At each point (x,k) we assume that
(k̂, ẑ1(k), · · · , ẑd−1(k)) form an orthonormal basis of Rd and decompose a+ as

a+(t,x,k) = αmn(t,x,k)ẑm(k)ẑ∗n(k). (8.15)

We denote by α the (d− 1)× (d− 1) matrix with entries αmn. We recall that in the case d = 3
with the appropriate choice of vectors ẑm, the matrix α takes the form

α =
1

2

(
I +Q U + iV

U − iV I −Q

)
, (8.16)

where (I,Q, U, V ) are the Stokes parameters commonly used in the description of light po-
larization [11,24]. Furthermore define the matrix N(x,k) by (see [24]) {ẑm(k), ω+(x,k)} =
N(x,k)ẑm(k) (we verify that N(x,k) is skew-symmetric), and the matrix T (x,q) with com-
ponents Tmn(k,q) = ẑ∗m(k)ẑn(q). We then verify that the matrix α solves the following
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(d− 1)× (d− 1) matrix-valued equation

∂α

∂t
+ {ω+, α}+Nα− αN +

πω2
+(x,k)

2(2π)d

×
∫

Rd
R̂(k− q)T (k,q)

(
α(k)− α(q)

)
T (q,k)δ

(
ω+(x,k)− ω+(x,q)

)
dq = 0.

(8.17)

Here R̂(k) is the power spectrum of the fluctuations V (x) in (4.1). The above kinetic equation
is consistent with the results obtained in [24]. Spatial and temporal discretizations may be
accounted for as we have done for acoustic wave equations.

In the case of linear dielectric media εε(x) = ε0(x) +
√
εε1
(

x
ε

)
, and µε = µ0, we find that Hε

satisfies the scalar equation (8.10) as well as the divergence condition. The kinetic model for
wave propagation in non-magnetic linear dielectric media is thus again given by (8.17).

It is interesting to observe that the components of the matrix α(t,x,k) are coupled in (8.17).
Because the entries of the matrices T (k,q) are not necessarily positive, the scattering operator
in (8.17) cannot be given a probabilistic interpretation as in the scalar case, where σ(k,q)
properly normalized can be seen as the probability of scattering from the direction q into the
direction k. This led the authors in [5] to define an augmented phase space to obtain a proba-
bilistic representation for solutions to (8.17). In the case treated in this paper, where α(t,x,k)
is the projection onto the polarization modes of the matrix a+(t,x,k), such a probabilistic
representation is trivial since each component of a+(t,x,k) satisfies a scalar equation.

9 Conclusions

We have shown that the spatial Wigner transform formalism could be used to derive kinetic
models for two-by-two systems of acoustic waves. However, accounting for general dispersion
relations obtained from e.g. time discretizations requires one to introduce the spatio-temporal
Wigner transform. Such a transform can be used to derive fairly general kinetic models for
acoustic equations in the form of first-order systems or second-order scalar equations. Dis-
persive effects generating multiple mode propagation and correlation of fields propagating in
media with different heterogeneities are accounted for. This has interesting applications in the
imaging of the heterogeneities of random media and in the refocusing properties of time re-
versed waves. It also allows one to explain how transport is modified by spatial and temporal
discretizations of the wave equations in numerical simulations.

Several generalizations of the theory may be considered. The most natural extension of the
theory consists of analyzing kinetic models for the second-order system of elastic equations for
the displacement u(t,x) [1] and other system equations. In its full generality, such an extension
requires one to deal with mode couplings and polarization effects that presumably cannot be
handled by the scalar equations considered in this paper [24].
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