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1. Introduction. This paper reviews several mathematical techniques that have
been developed to analyze the asymptotic behavior of waves and particles propagat-
ing in a heterogeneous medium. The heterogeneous medium is typically not known
precisely and is thus modeled as a realization of a collection of (random) media
with known statistics. In many applications, the scale at which the medium varies,
the correlation length lc, is much shorter than the scale at which observations are
made, the size of the domain L. We are interested in the asymptotic description of
physical observables as lc/L� 1. In many problems, the medium also varies rapidly
in time with the correlation time tc. If v is a characteristic speed of propagation,
then we also assume that vtc/L� 1 in the asymptotic description.

We should also underline that the problems discussed here involve weakly random
media – this means that the overall effect of the weak fluctuations on the macro-
scopic quantities becomes significant only after a sufficiently long time – and these
long times are the regime we are interested in, with the typical goal of capturing the
long time effect of the randomness by means of an effective macroscopic equation.
Hence, the notion of “weak” fluctuations does not mean that on the time scales
we consider the effect of the random medium is small. Nevertheless, these models
behave usually in a qualitatively different way from “strongly” random models that
we do not consider here.

Particles in random flows. Waves in heterogeneous media form our main ob-
ject of study. We begin our review by the simpler problem of particle propagation
in a random flow. The main object of interest is then the dynamics of the spatial
density of particles. As particles propagate in a temporally and spatially varying,
centered, random flow, their speeds undergo rapid changes, whose macroscopic ef-
fects tend to cancel out by an application of the law of large numbers (LLN). As
time progresses, a correction to the LLN emerges as an application of the central
limit theorem (CLT). Since this argument is central to many techniques reviewed
here, we describe the CLT method in detail with complete proofs in Section 2.
Under appropriate assumptions on the random flow, we show that the ensemble
average of the spatial particle density asymptotically solves a diffusion equation.
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This first result provides a macroscopic description of particle densities in a
statistical average sense. It fails to provide a description of particle propagation
in the physically given realization of the heterogeneous medium. What we also
would like to know is whether the deterministic limiting diffusion equation is a
good approximation for the whole random distribution of particle densities, and
not only its ensemble average. When the whole distribution of particle densities
converges in probability to its deterministic limit, then we say that it is statistically
stable. This is an important property in many applications that we shall describe
in more detail below.

The methodology we follow to prove statistical stability consists of considering
correlations, which are ensemble averages of quadratic quantities in the particle den-
sity, and deriving their limiting equations. If Xε is a sequence of random variables
for which we can show that E {Xε}−X and E

{
X2
ε

}
−(E {Xε})2 go to 0 with ε, then

we are guaranteed that Xε converges to X in mean square, and hence in probability
by an application of the Chebyshev inequality. Although this does not give access
to almost sure convergence, which would be the ideal tool to show that a quantity
is independent of the realization of the random medium, its generalization to corre-
lations provides a basic tool to show statistical stability as it was described above.
Moreover, we observe that correlations, after an appropriate change of coordinates,
are the solutions of (phase space) linear kinetic equations. Our first encounter with
kinetic models is described at the end of Section 2.

Waves in random media and observables. Particle propagation in random
flows displays several of the main difficulties that we face in the analysis of wave
propagation in random media. The latter is, however, significantly more challenging
mathematically as it involves the propagation of a whole (wave) field, that is both
delocalized and parameterized by an infinite number of degrees of freedom, rather
than that of a particle, which solves a finite system of ordinary differential equations.
Moreover, interesting applications of wave propagation involve typical wavelengths
λ� L that are typically much smaller than the overall distance of propagation.

Waves in this paper will primarily mean quantum waves solution of an evolution
Schrödinger equation. We will also consider classical waves, such as solutions of
a system of acoustic wave equations but much less than the Schrödinger equation
both because fewer results are available for the wave equation, and because the
technicalities that are not small even in the Schrödinger case grow significantly for
the wave equations. In all settings, the random medium (random potential for
Schrödinger or random sound speed in acoustics) will depend on space and also
possibly on time. Depending on the relationship between λ, lc, and vlt, different
macroscopic regimes will emerge. What all regimes have in common is that the
observables for which limiting models are available are not the wave fields themselves
but rather field-field correlations, which are quadratic observables in the wave fields.

That quadratic observables play an essential role is not surprising and similar to
the approximation of quantum mechanics by classical mechanics: whereas quantum
waves are spatially varying fields, classical particles require a phase space (position
and momentum) description. Except for one result describing the limiting behavior
of a properly rescaled wave field in Section 5.2, all limiting theorems presented in
this review are for quadratic observables.

The Wigner transforms. The natural tool to derive kinetic limits is the
Wigner transform of two wave fields. It is defined as the Fourier transform in the
y → k variable of the field-field correlation written as ψ1(t, x − y/2)ψ∗2(t, x + y/2)
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and satisfies a kinetic evolution equation in the phase space variables (x, k). It
is known to be very useful in many microlocal analysis problems, and it is indis-
pensable in wave propagation in random media as well for the very simple reason
that multiple scattering by the medium heterogeneities creates waves propagating
in many directions at each point in the physical space making the microlocal anal-
ysis tools necessary. We recall some basic facts about the Wigner transforms in
Section 3 as well as its application to the derivation of classical mechanics, in the
form of a Liouville equation, from wave fields propagating in slowly varying media.
Both quantum and classical wave propagation models are considered.

Kinetic models for wave equations. Closed-form equations for the Wigner
transform can be obtained independent of the regime of wave propagation. That
such equations can be obtained for a quadratic quantity in the wave field should
not come as a surprise since the number of independent variables is twice as large.
Once such equations are obtained, however, their limit crucially depends on the
scaling properties of the random medium.

The most difficult cases concern wave propagation in time-independent random
media. The reason is that waves can re-visit the same spatial locations multiple
times and thus build statistical correlations (in a sense that has nothing to do
with the field-field correlations mentioned earlier) whose understanding generates
serious mathematical difficulties. Very few rigorous results exist in this setting.
When the correlation length and the wavelength λ ∼ lc are comparable, namely in
the weak-coupling regime, rigorous results of derivation of radiative transfer mod-
els were obtained for quantum waves [37, 45, 74] and for discrete classical waves
(thus displaying useful dispersive effects) [62]. Such results, which are based on
Duhamel expansions of the wave equation, are obtained for random media modeled
as Gaussian random field. We briefly mention them in Section 5.1.

When the correlation length is much larger than the wavelength, the radiative
transfer model is replaced by another kinetic model, the Fokker-Planck model. The
reason is the following. Since the random medium oscillates at a larger scale than
the wavelength, we may first replace wave propagation by its classical mechanics
approximation, which is a Liouville equation with a random potential. As particles
propagate through the random potential, their velocities approximate Brownian
motion as an application of a CLT. The resulting evolution equation for the law
of the limiting process is thus a Fokker-Planck equation involving a second-order
operator in the momentum variable. The derivation of the Fokker-Planck equation
is described, albeit not in full mathematical detail, in Section 4. There, the diffu-
sion approximation for the Fokker-Planck model obtained for longer times of wave
propagation (or equivalently, for more highly disordered random media generating
small transport mean free paths) is also presented. The proof of the Fokker-Planck
limit involves the Kesten-Papanicolaou cut-off method, that we explain, without
going into too many technicalities in Section 4.

Time-dependent random media. The derivation of kinetic models is signifi-
cantly simplified when the random medium is allowed to vary in the time variable
as well. The reason is quite simple: time is visited only once so that when the
temporal behavior of the random medium decorrelates sufficiently rapidly, the wave
fields and related (quadratic) observables are functionals of the random field for
which LLN- and CLT- type results may be applied.

Heuristically, we expect that the radiative transfer models mentioned above will
be unchanged when fluctuations in time are slower than fluctuations in space, that
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is, when vtc � lc. The simplest mathematical descriptions, however, arise when
the opposite holds, namely vtc � lc. There, mixing in time is preponderant, which
explains why the mathematical arguments simplify. In this highly simplified regime,
quantum wave propagation is modeled by an Itô-Schrödinger equation. The statis-
tical moments of its solution satisfy closed-form equations by an application of the
Itô calculus. We are therefore in a unique situation where the ensemble average of
the Wigner transform of wave fields satisfies an exact kinetic equation. This model
is presented in Section 5.4.

In the practically often more interesting regimes where (i) vtc ∼ lc or (ii) vtc � lc,
wave propagation is modeled by a Schrödinger equation with a time dependent po-
tential. The two regimes (i) and (ii) are treated in Sections 5.5 and 5.7, respectively.
The theory of Section 5.5 is presented in full mathematical detail. To simplify the
presentation, we assume that the random medium is Markov in time. The random
medium and the Wigner transform are then jointly Markov as well. We analyze the
limiting properties of their infinitesimal generator using the perturbed test function
technique that is very useful in such problems. The same methodology can then be
extended to other regimes of wave propagation. This is done in Section 5.7. In the
simplified setting of time-dependent random media, we obtain all standard kinetic
models for wave propagation in random media: radiative transfer equations when
λ ∼ lc and vtc � lc, Fokker Planck equations when λ � lc and vtc � lc, and
their respective diffusion approximations when evolution occurs over longer times
or equivalently when the transport mean free path is small.

The results presented in this paper are drawn from works by the authors and
collaborators [10, 11]. Similar results under slightly different assumptions on the
randomness of the coefficients have also been obtained in, e.g., [39, 70].

Statistical stability and correctors. So far, we have presented several kinetic
models without being specific on the sense in which the random Wigner transform
converges to its deterministic kinetic limit. The minimum we expect is that the
ensemble average of phase space moments of the random Wigner transform W (a
quantity of the form E

{
(W (t, x, k), φ(x, k))D′(R2d),D(R2d)

}
) converges to the corre-

sponding moment of the kinetic solution. This is already an involved exercise in
the weak-coupling regime [37, 45, 62, 74]. It turns out that in many regimes, we
can prove that the whole Wigner transform W (t, x, k) (at least weakly in the phase-
space variables) converges in probability to its limit. This is what we referred to
earlier as statistical stability.

In many applications we shall discuss in more detail briefly, it is important to
understand in which sense convergence occurs and possibly to obtain convergence
rates or better yet characterization of correctors. Consider the scintillation function

J(t, x, k, y, p) = E {(W (t, x, k)− E {W (t, x, k)})(W (t, y, p)− E {W (t, y, p)})} .

Its name is drawn from the scintillation of stars in the sky, whose position is some-
what statistically unstable as the (random) atmosphere fluctuates in time. We
would like to show that J converges to zero but also possibly obtain a rate of
convergence and exhibit its limit after proper rescaling.

It is in the mathematically simpler regime of Itô-Schrödinger propagation that
the most complete results are available. There, the scintillation function solves an
explicit kinetic equation, again by application of standard Itô calculus. We present
error estimates and convergence results for the scintillation function in Section 5.4.2.
These results show that scintillation is affected by a much wider array of parameters,
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including how the wave initial conditions concentrate in phase space and how fast
the random media decorrelate in the spatial variables.

Statistical stability results can also be obtained for the derivation of the Fokker
Planck regime when λ� lc and for time-dependent Schrödinger models when vtc ∼
lc. Such results are presented in sections 4.3 and 5.5.3, respectively. The proof of
convergence in the time dependent Schrödinger setting is presented in detail.

Statistical stability is a result on the scintillation function. In cases where the
scintillation function can be estimated and a limit obtained, we may expect that
the random fluctuations W −E {W} are approximately Gaussian, with the rescaled
scintillation function giving the correlation function that characterizes the Gaussian
field. That the random corrector is approximately Gaussian is understood in few
cases that are presented in Section 5.6.

Kinetic models for field-field correlations. As we mentioned earlier, the
Wigner transform is a quantity that is quadratic in the wave field. The results
that are presented in Sections 4 and 5 apply to the auto-correlation of the wave
field. The Wigner transform may then be identified with the phase-space energy
density of the wave fields. The average of the Wigner transform over wavenumbers
is precisely the spatial energy density of the propagating fields.

We wish to stress that more general correlations may be considered, and in
particular the cross-correlation of two different wave fields with possibly different
initial conditions and propagating in possibly different random media. Applications
include the analysis of time reversal of waves that we will discuss shortly. How the
kinetic models should be generalized to account for such correlations in described in
Section 6. There, we revisit the derivation of kinetic models in the Itô-Schrödinger,
time-dependent Schrödinger, and Fokker-Planck regimes of wave propagation.

Application to time reversal. Wave equations, whether quantum or classical,
admit for solution operators continuous (semi-)groups that are unitary operators of
the form eitA. The inverse of such operators, which is thus also their adjoint, is given
by e−itA and is simply obtained by reversing the role of time: t→ −t. As spatially
localized waves spread though a medium, heterogeneous or not, and are measured at
a given time T > 0, the reconstruction of the initial condition may thus be obtained
by re-compression of the measurements at time T > 0 by application of e−itA.
Applying the operator requires that the field be known everywhere. A striking
behavior of time reversal is that in the presence of spatially limited measurements,
re-compression is better when propagation occurs in a heterogeneous medium than
when it occurs in a homogeneous medium.

Mathematically, time reversal is nothing but the composition of two Green’s op-
erators (the Schwartz kernels of the unitary operators) plus some filtering processes
describing measurements and time reversion. The back-propagated field is therefore
a quadratic quantity in wave field, and more precisely a cross-correlation function
of two wave fields. This was observed first in [25].

The models presented in the preceding sections are therefore perfectly adapted
to the description of the refocusing properties of time reversed waves propagating
in highly heterogeneous media. We consider the detailed analysis of time reversal
using the kinetic models in section 7.

Applications of wave propagation, imaging, and inverse problems. The
derivation of kinetic models to describe wave propagation in random media has a
long history; see, e.g., the references [31, 49, 72, 73]. It models certain quantum
waves in semi-conductors to light in the atmosphere to some seismic waves in the
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Earth crust. Except in one dimension of space, where Anderson localization occurs
[30, 41], radiative transfer and other kinetic models are well-accepted to describe
wave propagation in such environments. The numerical and experimental validity
of radiative transfer equations was also addressed in [6, 13, 17, 61].

Another interesting application of kinetic models pertains to the field of imaging
and inverse problems. Consider the problem of the reconstruction of buried inclu-
sions in highly heterogeneous media. The details of the medium can often not be
reconstructed from limited, noisy, available measurements. Nor is it always neces-
sary to perform such a detailed reconstruction when kinetic models can be derived.
The inclusion may be modeled as a constitutive parameter of the kinetic equation.
The inverse wave problem for the reconstruction of the heterogeneous medium and
the inclusion is replaced by an inverse kinetic problem for the reconstruction of the
statistical properties of the random medium, i.e., essentially the transport mean
free path, and of the buried inclusion. Several reconstruction techniques are then
available depending on the given measurements [5].

Statistical stability then becomes a necessity. Only stable observables may be
used for the solution of the inverse problem as typically measurements for only one
realization of the random medium are accessible. What are stable observables and
how stable they are was precisely the objective of the results in sections 4 to 6.
Moreover, the accuracy in the reconstruction is strongly correlated to the “noise”
in the measurements, i.e., to the error between the random observable Wε and its
deterministic limit W solution of the kinetic equation. The scintillation function is
therefore an accurate description of the noise correlation function, which governs
the statistical instability in the reconstructions [77]. We refer the reader to the
recent review [4] on the use of kinetic models to image buried inclusions in random
media.

This paper focuses on field-field correlations at two spatial locations for given
time. More general correlations in space-time are also useful and can also be mod-
eled by using kinetic models [3]. Such correlations are also extremely useful in
imaging in random media when the scattering of the waves off the random scat-
terers is not modeled but rather treated as noise. Which correlations should be
back-propagated, because they are statistically stable, and which should not, be-
cause they are not, is the corner stone of the very powerful Coherent Interferometry
(CINT) methodology developed, e.g., in [26, 27, 28]. Which correlations to use in
inverse kinetic problems has also been investigated in, e.g., [14, 16].

2. Diffusive limit for a particle in a random flow.

2.1. Diffusion of a particle in a time-dependent random flow. The simplest
non-dissipative problem with weakly random coefficients for which one may establish
a long time diffusive behavior is the first order equation

∂φ

∂t
+ εv(t, x) · ∇φ = 0. (2.1)

Here ε� 1 is a small parameter, and v(t, x) is a flow that varies randomly both in
time and space - a random (vector) field using probabilistic terminology. We will
specify the precise assumptions on this random field a little later. Though (2.1) by
no means captures the precise behavior of the solutions of, say, the wave equation
with a random sound speed, it is sufficiently rich and complex to serve as a good
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toy model, both to develop appropriate mathematical methods, and exhibit some
of the basic phenomena.

2.1.1. The central limit theorem, purely time-dependent flows, and diffusion. Since
the flow amplitude ε is small, one expects the flow to have a non-trivial effect on
long time scales, as “nothing happens” to solutions of (2.1) for t ∼ O(1). In order
to understand how long one should wait until one may observe some non-trivial
behavior, let us recall the central limit theorem. It says that if Vj are independent,
identically distributed random variables with mean zero and variance one, that is,
E(Vj) = 0, E(VjVk) = δjk, then the variable

XN =
V1 + · · ·+ VN√

N

converges as N → ∞ to the standard Gaussian random variable X such that
E(X) = 0 and E(X2) = 1. One may reformulate this result thinking of Vj as

the velocity of a particle on the time-interval j ≤ t < j + 1 and as ε = 1/
√
N as

the velocity amplitude – then the central limit theorem says that the time it takes
the particle to behave in a non-trivial way is of the order t ∼ O(ε−2). A slight
generalization of the usual central limit theorem says, accordingly, that if V (t) is a
stationary random process with E(V (t)) = 0, and sufficiently rapidly decorrelating
in time, then the process

Xε(t) = ε

∫ t/ε2

0

V (s)ds (2.2)

converges, as ε→ 0, to a Brownian motion B(t) with the variance

E(B2(t)) = lim
ε→0

E(X2
ε (t))

= lim
ε→0

ε2

∫ t/ε2

0

∫ t/ε2

0

E[V (s)V (s′)]dsds′

= 2 lim
ε→0

ε2

∫ t/ε2

0

∫ t/ε2

s

R(s′ − s)dsds′

= 2lim
ε→0

ε2

∫ t/ε2

0

∫ t/ε2−s

0

R(s′)dsds′

= 2 lim
ε→0

∫ t/ε2

0

(t− ε2s′)R(s′)ds = t

∫ ∞
−∞

R(s)ds.

Here R(s) = E(V (t)V (t + s)) is the covariance function of the process V (t). A
precisely formulation of a result of this type can be found in [48], see Theorem
18.7.1.

One may rephrase this result in terms of a PDE as follows. Let φ(t) be the
solution of the initial value problem

∂φ

∂t
+ εV (t)

∂φ

∂x
= 0, φ(0, x) = φ0(x), (2.3)

and set φε(t) = φ(t/ε2, x). Then E(φε(t, x)) → φ̄(t, x), with the function φ̄(t, x)
that solves the diffusion equation

∂φ̄

∂t
= D

∂2φ̄

∂x2
, φ̄(0, x) = φ0(x), (2.4)

with the diffusion constant

D =
1

2

∫ ∞
−∞

R(s)ds. (2.5)
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2.1.2. Using formal asymptotic expansions. One may wonder whether the limit
equation (2.4) could be obtained without resorting to the central limit theorem.
Let us show a simple formal derivation, taking spatial dimension d = 1 for simplic-
ity, as we have done so far above. The function φε(t, x) satisfies

∂φ

∂t
+

1

ε
V

(
t

ε2

)
∂φ

∂x
= 0, φε(0, x) = φ0(x). (2.6)

Consider a formal asymptotic multiple scales expansion

φε(t, x) = ψ(t, x) + εψ1(t, t/ε2, x) + ε2ψ2(t, t/ε2, x) + . . .

We assume here that the leading order term ψ(t, x) is deterministic and does not
depend on the fast time scale τ = t/ε2. Inserting this ansatz for φε into (2.6) gives,
and collecting terms of the order O(ε−1)

∂ψ1

∂τ
= −V (τ)

∂ψ(t, x)

∂x
,

or

ψ1(t, τ, x) = −∂ψ(t, x)

∂x

∫ τ

−∞
V (s)ds. (2.7)

As the integral in (2.7) has no reason to converge, we introduce a regularization
parameter θ � 1, that we will later send to zero:

ψ1(t, τ, x) = −∂ψ(t, x)

∂x

∫ τ

−∞
eθsV (s)ds. (2.8)

Terms of the order O(1) in (2.6) combine to give

∂ψ

∂t
+
∂ψ2

∂τ
+ V (τ)

∂ψ1

∂x
= 0. (2.9)

Assuming that ψ2 is stationary in τ leads to E(∂ψ2/∂τ) = 0. Therefore, averaging
(2.9) leads to (recall that ψ(t, x) is assumed to be deterministic!)

∂ψ

∂t
= −E

[
V (τ)

∂ψ1

∂x

]
. (2.10)

Let us now compute the term in the right side above, using (2.8):

−E
[
V (τ)

∂ψ1

∂x

]
=

∫ τ

−∞
eθsE[V (τ)V (s)]

∂2ψ(t, x)

∂x2
ds

=

∫ τ

−∞
eθsR(s− τ)

∂2ψ(t, x)

∂x2
ds

→
∫ 0

−∞
R(s)ds

∂2ψ(t, x)

∂x2
= D

∂2ψ(t, x)

∂x2
,

as θ → 0, with the diffusion constant as in (2.5). We recover the diffusion equation
(2.4) that we have obtained previously using the central limit theorem:

∂ψ

∂t
= D

∂2ψ

∂x2
, ψ(0, x) = ψ0(x). (2.11)

Unfortunately, as far as we know, this formal derivation can not be made rigorous
in any straightforward way, and an explanation of “the reason” it works would
sidetrack us for too long if we attempt it right now. However, as we explain later, this
provides a very effective tool to find the (usually) correct limit equation in a large
class of weakly random problems, where rigorous proofs require quite sophisticated
probabilistic techniques.
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2.1.3. Random flows with spatial-temporal dependence. Let us now turn to a more
complex situation when the random flow in (2.1) depends both on time and space:

∂φ

∂t
+ εV (t, x) · ∇φ = 0, φ(0, x) = φ0(x), (2.12)

and now we will consider the general situation d ≥ 1. Motivated by the previous
discussion, we should expect non-trivial behavior on a time scale t ∼ O(ε−2), and
we rescale the time accordingly t→ ε2t:

∂φ

∂t
+

1

ε
V

(
t

ε2
, x

)
· ∇φ = 0, φ(0, x) = φ0(x), (2.13)

The probabilistic approach to this problem relies on understanding the behavior of
characteristics Xε(t) = (X1,ε(t), . . . , Xd,ε(t)) when ε � 1. Equivalently one may
wish to describe the asymptotics of solutions to ordinary differential equation

Ẋε(t) =
1

ε
V

(
t

ε2
, Xε(t)

)
, Xε(0) = x, (2.14)

as ε → 0. This question goes back to the papers by Khasminskii [54] from the
60’s with subsequent contributions by various authors: without any attempt at
completeness we mention the work of Borodin [29], Papanicolaou and Kohler [67],
and Kesten and Papanicolaou [52]. We present below a version of the limit theorem
due to Komorowski [55].

When does one expect the trajectories of (2.14) to behave diffusively? If the
flow V is spatially uniform then, as we have seen above, one needs V to have
mean zero and decorrelate rapidly in time: the covariance function R(s) should be
“sufficiently” rapidly decaying (though we have not made this requirement overly
precise above, it is clear that at least one needs the diffusion coefficient D to be
finite, requiring integrability of R(s)). Hence, first of all, V (t, x) has to have mean
zero so that the mean displacement would not be clearly biased, and we will need
some decay assumptions on the covariance matrix

Rmn(t, x) = E[Vm(s, y)Vn(s+ t, y + x)], 1 ≤ m,n ≤ d. (2.15)

This is formalized by the mixing assumption below that eliminates the memory
effect. Second, V should “mix things around” which means that the flow should
be incompressible – this will prevent existence of spatial traps. Finally, statistically
there should be no distinguished times and spatial positions – this requires station-
arity of V in time and space (in particular this implies that the covariance matrix
in (2.15) does not depend on (s, y)). These assumptions should, in principle, ensure
a diffusive limit – after all, the Lagrangian velocity field “observed” by a particle
moving along the characteristics (2.14) will likely be statistically indistinguishable
from a stationary time-dependent but spatially uniform mixing field observed by
a particle moving in characteristics of (2.6). Physically, there is little reason to
expect a major difference. However, mathematically the problem is much more
complicated.

A formal asymptotic limit. Let us first show that from the point of view of formal
asymptotics there is a little difference between the spatially uniform and spatially
random fields (provided that they are ”sufficiently random” in time!). Both the
derivation and the answer are essentially the same. We consider an asymptotic
expansion

φ(t, x) = ψ(t, x) + εψ1(t,
t

ε2
, x) + ε2ψ2(t,

t

ε2
, x) + . . . (2.16)
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for the solution of (2.13). Inserting it into (2.13) gives in the order O(ε−1):

∂ψ1

∂τ
= −V (τ, x) · ∇ψ(t, x),

and, as before, we introduce a regularization parameter θ � 1, that we will later
send to zero:

ψ1(t, τ, x) = −
∫ τ

−∞
eθsV (s, x) · ∇ψ(t, x)ds. (2.17)

Terms of the order O(1) in (2.13) combine to give

∂ψ

∂t
+
∂ψ2

∂τ
+ V (τ, x) · ∇ψ1 = 0. (2.18)

Also as before, assuming that ψ2 is stationary in τ , so that, E(∂ψ2/∂τ) = 0, and
averaging (2.18) leads to

∂ψ

∂t
= −E [V (τ, x) · ∇ψ1] . (2.19)

The right side above,is, once again:

−E [V (τ, x) · ∇ψ1] =

d∑
m,n=1

∫ τ

−∞
eθsE[Vm(τ, x)Vn(s, x)]

∂2ψ(t, x)

∂xm∂xn
ds

=

d∑
m,n=1

∫ τ

−∞
eθsRmn(s− τ, 0)

∂2ψ(t, x)

∂xm∂xn
ds

→
d∑

m,n=1mn

∂2ψ(t, x)

∂xm∂xn
,

as θ → 0, with the diffusion matrix

Dmn =
1

2

∫ ∞
−∞

Rmn(s, 0)ds. (2.20)

We recover the diffusion equation

∂ψ

∂t
=

d∑
m,n=1

Dmn
∂2ψ

∂xm∂xn
, ψ(0, x) = ψ0(x). (2.21)

It is quite remarkable that this very simple formal derivation of the diffusive limit is
quite difficult to justify by purely PDE methods, and, to the best of our knowledge,
there are no PDE methods available when randomness is time-independent.

Assumptions on the random field. Generally, we will try to limit lengthy rigorous
proofs in this review article. However, since the turbulent diffusion problem is the
simplest setting when such proof is non-trivial we present it now. We begin with
assumptions on the random field, with some explanations as to why they are needed.
The need for such hypotheses is quite common in many problems where averaging
of small scales is possible.

Stationarity. The random field V (t, x) is strictly stationary in time and space.
This means that for any t1, t2, . . . , tm ∈ R, x1, . . . , xm ∈ Rd, and each h ∈ R and
y ∈ Rd the joint distribution of the random vectors V (t1 +h, x1 + y), V (t2 +h, x2 +
y), . . . , V (tm + h, xm + y) is the same as that of V (t1, x1), V (t2, x2), . . . , V (tm, xm).
We will denote by Rnm(t, x) the covariance matrix of the field V (t, x) defined in
(2.15). One may think of the stationarity assumption as the analog of periodicity in
standard homogenization in periodic media – some assumption of this sort is needed
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to make the effect of the small scale media fluctuations “identical in the statistical
sense” in various regions of space and at different time.

The spatial stationarity of the field is not really necessary here but it allows to
simplify a few expressions in what follows. This can be seen already from the formal
computation done above. We adopt it here simply for convenience. On the other
hand, stationarity in time is essential for the limit theorem. In other problems, in
particular, there randomness is time-independent, spatial statistical homogeneity is
essential.

Mixing. Given C, ρ > 0 let us denote by Vba(C, ρ) the σ-algebra generated by
the events of the form {ω : V (t, x, ω) ∈ A}, where a ≤ t ≤ b, |x| ≤ C(1 + tρ) and
A is a Borel set in Rd. When C =∞ in the above definition (ρ is of no importance
anymore) we obtain that the respective σ-algebra Vba(∞) is generated by the sets
of the form {ω : V (t, x, ω) ∈ A} where a ≤ t ≤ b, x ∈ Rn (there is no restriction
on x now) and A is a Borel set in Rn.

Define the (uniform) mixing coefficient of the field by

φC,ρ(h) = sup
t

sup
A∈V∞t+h(C,ρ),B∈Vt0(C,ρ)

|P (A ∩B)− P (A)P (B)|
P (B)

(2.22)

Our principal assumption is that there exists CV > 0 and 1/2 < ρV such that

Cmix := sup
h>0

h100φCV ,ρV (h) < +∞. (2.23)

The mixing coefficient corresponding to CV =∞ shall be denoted by φ∞(h). It shall
be customary in our notation of the mixing coefficient and the respective σ-algebras
to omit parameters CV , ρV if their value is obvious from the context.

One may wonder why the definition of the mixing coefficient involves parameters
ρ, C. After all we could have formulated the mixing assumption, somewhat more
customarily, using only φ∞(h). However this hypothesis does not apply to shifts
by a mean flow, that is, random fields of the form V (t, x) = U(x− ūt), where U(x)
is a field that is mixing in space and ū is a mean flow. This is an important and
interesting class of random fields that we would like to include in our consideration.
The small price to pay for its inclusion is a bit more complicated definition of the
mixing condition as in (2.22).

While the mixing assumption may be taken in various forms, weakened or
strengthened, depending on a particular problem, from the physical point of view
a mixing assumption in any form ensures (in a non-trivial way) that the particle
(or a wave in a wave problem) experiences different and “nearly independent” ran-
domness in various regions of space, allowing to obtain some form of a central limit
theorem type result (which may be well hidden and obscured by the technique of a
particular proof) that eventually leads to a diffusive or kinetic limit.

Boundedness. The random field V (t, x) has two spatial derivatives and

esssup

‖V ‖∞ +

d∑
j=1

∥∥∥∥ ∂V∂xj
∥∥∥∥
∞

+

d∑
i,j=1

∥∥∥∥ ∂2V

∂xi∂xj

∥∥∥∥
∞

 < +∞

for all 1 ≤ i, j, l ≤ n. Here ‖ · ‖∞ is the supremum norm over Rd and essup
corresponds to the essential supremum over the random variable. This assumption
is purely technical and can often be weakened.
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Incompressibility. The field V is divergence free, that is, almost surely

∇ · V (t, x) =

n∑
j=1

∂Vj(t, x)

∂xj
= 0.

The limit theorem. Let us define the diffusion matrix

apq =

∫ ∞
0

E {Vq(t, 0)Vp(0, 0) + Vp(t, 0)Vq(0, 0)} dt

=

∫ ∞
0

[Rpq(t, 0) +Rqp(t, 0)] dt

=

∫ ∞
−∞

Rpq(t, 0)dt

and its (unique) symmetric, non-negative definite, square-root matrix σ, i.e. σ ≥ 0,
σT = σ and σ2 = a.

Suppose that {Yε(t), t ≥ 0} is a family of continuous trajectory stochastic pro-
cesses. We say that they converge weakly, as ε → 0, to a process {Y (t), t ≥
0} if for any bounded and continuous functional F : C[0,+∞) → R we have
limε→0 EF (Yε(·)) = EF (Y (·)). The following theorem holds.

Theorem 2.1. Suppose that the random field V (t, x) satisfies the assumptions made
above. Then the processes Xε(t), solution of (2.14), converge weakly, as ε → 0, to
the limit process X̄(t) = x+ σWt. Here Wt is the standard Brownian motion.

The main result of [55] is actually much more general – it applies also to non-
divergence free velocities. Then the large time behavior is a sum of a large (order
1/ε) deterministic component that comes from the flow compressibility and an order
one diffusive process. [55] also accounts for the possible small scale variations of the
random field looking at equations of the form

dXε(t)

dt
=

1

ε
V

(
t

ε2
,
Xε(t)

εα

)
with 0 ≤ α < 1. We will not describe this generalization in detail here. We should
also mention that when α = 1 a new regime arises – the time it takes the particle
to pass one spatial correlation length is no longer much larger than the correlation
time of the random fluctuations. This seriously changes the analysis.

We will present the proof of Theorem 2.1 under a simplifying assumption that the
matrix σ is invertible. While this does not subtract any of the essential aspects of
the proof, it does shorten many expressions and calculations which are sufficiently
long even without them. The proof proceeds in several (typical for such limit
theorems) steps. First, we establish a mixing lemma that translates the mixing
properties of the random field into a “loss-of-memory” effect for the trajectories.
Second, using the mixing lemma we establish the tightness of the family of processes
Xε(t). In the last step, we identify the limit of the processes Xε(t) as a Brownian
motion multiplied by the matrix σ by means of the martingale characterization of
the Brownian motion.

2.2. The proof of Theorem 2.1.
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The mixing lemmas. We start with the proof of the tightness of the family of prob-
ability measures generated by the process Xε(t). A crucial component in many
proofs of this kind is some sort of a mixing lemma. It translates the mixing proper-
ties of the random field into the mixing properties of the trajectories. In our case it
is Lemma 2.2 below. Ultimately this allows us to split expectations into product of
expectations and either “justify”, or explain away the closure assumptions that are
often made formally. In our particular problem it explains why the formal assump-
tion that the leading order term in the asymptotic expansion (2.16) is deterministic
produced the correct answer.

We set G0(s1, x) = V (s1, x) and

G1,j(s1, s2, x) =

n∑
p=1

Vp(s2, x)
∂Vj(s1, x)

∂xp
, j = 1, . . . , n.

Incompressibility of V (t, x) and its spatial stationarity imply that E{G1(s1, s2, x)} =
0.

Lemma 2.2. Suppose that mixing condition (2.23) holds. Then for any T ≥ 0
there exists a constant C > 0 such that for any 0 ≤ u ≤ s ≤ s2 ≤ s1 ≤ T , ε ∈ (0, 1]

and Y , that is a Vs/ε
2

0 -measurable random vector, we have∣∣∣E{V (s1

ε2
, Xε(u)

)
· Y
}∣∣∣ ≤ Cφ(s1 − s

ε2

)
E |Y | , (2.24)∣∣∣E{∂xkV (s1

ε2
, Xε(u)

)
· Y
}∣∣∣ ≤ Cφ(s1 − s

ε2

)
E |Y | (2.25)

and ∣∣∣E{G1

(s1

ε2
,
s2

ε2
, Xε(u)

)
· Y
}∣∣∣ ≤ Cφ1/2

(
s1 − s2

ε2

)
φ1/2

(
s2 − s
ε2

)
E |Y | ,(2.26)∣∣∣E{∂xkG1

(s1

ε2
,
s2

ε2
, Xε(u)

)
· Y
}∣∣∣ ≤ Cφ1/2

(
s1 − s2

ε2

)
φ1/2

(
s2 − s
ε2

)
E |Y |(2.27)

for all 1 ≤ k ≤ n. Here φ is the mixing coefficient defined in (2.22).

Proof. First of all, we note that for C∗ := 1 + sup |V (t, x)| one can find ε0 > 0,
depending only on CV , C∗ and T , such that for any ε ∈ (0, ε0] the process {Xε(t), t ∈
[0, u]} does not leave the ball of the radius CV [1 + (u/ε2)ρV ], centered at the origin,

hence it is Vu/ε
2

0 -measurable. Indeed,

|Xε(t)| ≤
1

ε

∫ t

0

∣∣∣V ( s
ε2
, Xε(s)

)∣∣∣ ds ≤ C∗u

ε
≤ CV

(
1 +

uρV

ε2ρV

)
, t ∈ [0, u],

provided ε ∈ (0, ε0] and ε0 := (CV /C∗T
1−ρV )1/(2ρV −1).

The conclusion of the lemma is obviously true for ε ∈ (ε0, 1] upon a suitable
choice of constant C so we only consider the case when ε ∈ (0, ε0].

We will first prove (2.25), and the reader may check that the proof of (2.24) is
identical. The recurring idea in such proofs is to replace the random variable Xε(u)
by a deterministic value and use the mixing properties of the field V (t, x) in time.
Let M ∈ N be a fixed positive integer and l ∈ Zn. Define the event

A(l) =

[
ω :

lj
M
≤ Xj,ε(u) <

lj + 1

M
, j = 1, . . . , n

]
, l = (l1, . . . , ln).



KINETIC LIMITS FOR WAVES IN A RANDOM MEDIUM 15

The event A(l) is Vs/ε
2

0 measurable since u ≤ s. For almost every realization ω
there exists exactly one l ∈ Zn so that ω ∈ A(l). Then we may decompose the
expectation in (2.25) using the fact that the random variable Xε(u) is close to the
non-random value l/M on the event A(l) as follows:∣∣E{∂xkV ( s1ε2 , Xε(u)

)
· Y
}∣∣ =

∣∣∣∣∣∑
l

E
{
∂xkV

(
s1
ε2 , Xε(u)

)
· Y, A(l)

}∣∣∣∣∣
≤

∣∣∣∣∣∑
l

E
{[
∂xkV

(
s1
ε2 , Xε(u)

)
− ∂xkV

(
s1
ε2 ,

l
M

)]
Y,A(l)

}∣∣∣∣∣
+

∣∣∣∣∣∑
l

E
{
∂xkV

(
s1
ε2 ,

l
M

)
· Y,A(l)

}∣∣∣∣∣
= I + II.

The second term above may be now estimated using (2.23) and the fact that
E
{
∂xkV

(
s1/ε

2, l/M
)}

= 0 by

II ≤ 2Kφ

(
s1 − s
ε2

)∑
l

E [|Y | , A(l)] = 2Kφ

(
s1 − s
ε2

)
E|Y |,

uniformly in M .
Since we have assumed that two spatial derivatives of the field V (t, x) are bounded

by a deterministic constant, ∂V/∂xk is uniformly continuous in space. Therefore,
using the Lebesgue dominated convergence theorem we conclude that I → 0 as
M → +∞ and (2.25) follows. An identical proof shows that in addition we have
the same bound for the second derivatives of the random field V :∣∣∣E{∂2

xk,xm
V
(s1

ε2
, Xε(u)

)
· Y
}∣∣∣ ≤ Cφ(s1 − s

ε2

)
E |Y | . (2.28)

We now prove (2.27) – the proof of (2.26) is identical. Let us first write out the
expression for G1:∣∣E{∂xkG1

(
s1
ε2 ,

s2
ε2 , Xε(u)

)
· Y
}∣∣

≤
n∑
p=1

∣∣∣E{∂xkVp (s2

ε2
, Xε(u)

)
∂xpV

(s1

ε2
, Xε(u)

)
· Y
}∣∣∣ .

Now we may apply (2.25), (2.28) in two different ways using different parts of the
inequality s ≤ s2 ≤ s1. First, we may use (2.25), (2.28) with the gap between s1

and s2, that is, we group into “Y ” in (2.25), (2.28) all terms that involve s and s2.
Using in addition the uniform bounds on V and its derivatives this leads to∣∣∣E{∂xkG1

(s1

ε2
,
s2

ε2
, Xε(u)

)
· Y
}∣∣∣ ≤ Cφ(s1 − s2

ε2

)
E |Y | .

Second, note that (2.25) may be slightly generalized to apply with ∂V/∂xk replaced
by a sufficiently smooth in space V∞s2/ε2 random variable with an expectation equal

to zero. Since

E{G1

(
s1/ε

2, s2/ε
2, x
)
} = 0

we can use use this modified version of (2.25) with the gap between s2 and s, taking
“Y ” in (2.25) to be simply Y :∣∣∣E{∂xkG1

(s1

ε2
,
s2

ε2
, Xε(u)

)
· Y
}∣∣∣ ≤ Cφ(s2 − s

ε2

)
E |Y | .
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Multiplying these two inequalities and taking the square root we conclude that
(2.27) holds. This finishes the proof of Lemma 2.2. �

The proof of tightness. Now, we are ready to prove tightness of the family of the
laws of the processes {Xε(t), t ≥ 0}. For that purpose we shall establish that for
any T > 0 there exists constants C, ν > 0 such that

E
{
|Xε(t)−Xε(s)|2|Xε(s)−Xε(u)|2

}
≤ C(t− u)1+ν , 0 ≤ u ≤ s ≤ t ≤ T. (2.29)

This implies tightness in the space C[0,+∞) for the family of laws of continuous
trajectory processes, see Chapter 3 of [23]. It can be seen as follows. Thanks to
estimate (15.22) p. 129 of ibid., (2.29) implies that for any T, η > 0

lim
δ→0

lim sup
ε→0

P [w′′T (Xε; δ) > η] = 0.

Here for any function f : [0, T ]→ R and δ > 0 we define

w′′T (f ; δ) := sup min{|f(t1)−f(t)|, |f(t2)−f(t)| : 0 < t2−t1 < δ, 0 ≤ t1 ≤ t ≤ t2 ≤ T}.

It can be easily seen that for a continuous function f we have 1/2wT (f ; δ) ≤
w′′T (f ; δ) ≤ wT (f ; 2δ), where wT (f ; δ) := sup{|f(t2) − f(t1)| : 0 < t2 − t1 < δ, 0 ≤
t1 ≤ t2 ≤ T}. This in turn yields that

lim
δ→0

lim sup
ε→0

P [wT (Xε; δ) > η] = 0.

Since we have assumed that Xε(0) = 0, tightness in C[0,+∞) is a consequence of
Theorem 8.2, p. 55 of [23].

The main step in the proof is to find C > 0 and γ ∈ (1, 2) such that for all
times t, s ∈ [0, T ] such that t − s > 10εγ we have an estimate for the conditional
expectation

E
{
|Xε(t)−Xε(s)|2

∣∣Vs/ε20

}
≤ C(t− s) for t− s > 10εγ . (2.30)

The gap between the times t and s is needed to make use of the mixing lemma.
Step 1. Nearby times. Estimate (2.30) itself is sufficient to establish tightness

in D[0,+∞) for the family Xε(t) if it were to hold for all t > s, as it clearly implies
(2.29). Indeed, we would get trivially

E|Xε(s)−Xε(u)|2 ≤ C(s− u) (2.31)

and the left hand side of (2.29) could be estimated by

E
{
E
{
|Xε(t)−Xε(s)|2 | Vs/ε

2

0

}
|Xε(s)−Xε(u)|2

}
≤ C(t− s)E|Xε(s)−Xε(u)|2

≤ C2(t− s)(s− u)

≤ C2(t− u)2.

Thus, (2.29) would follow with ν = 1.
Since (2.30) will be shown only for pairs of time with a gap: t − s > 10εγ , we

may at the moment conclude only that

E
{
|Xε(t)−Xε(s)|2|Xε(s)−Xε(u)|2

}
≤ C(t−u)2 for t− s > 10εγ and s− u > 10εγ .
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Adjusting γ ∈ (1, 2) we prove that (2.29) still holds for some ν, if either t−s ≤ 10εγ

or s − u ≤ 10εγ Suppose that both t − s ≤ 10εγ and s − u ≤ 10εγ . Then directly
from (2.14) we have:

E
{
|Xε(t)−Xε(s)|2|Xε(s)−Xε(u)|2

}
≤ Cε−4(t− s)2(s− u)2

≤ Cε11γ/4−4(t− u)5/4

≤ C(t− u)5/4

provided that γ > 16/11. On the other hand, if, say, t− s ≤ 10εγ but s−u > 10εγ ,
then (2.31) holds. On the other hand (2.14) implies that with probability one

|Xε(t)−Xε(s)| ≤
C(t− s)

ε
.

Therefore, the following estimate holds for such times t, s and u:

E
{
|Xε(t)−Xε(s)|2|Xε(s)−Xε(u)|2

}
≤ C

ε2 (t− s)2(s− u)

≤ Cε7γ/4−2(t− u)5/4

≤ C(t− u)5/4,

provided that γ > 8/7. We see that, indeed, (2.30) together with (2.14) are sufficient
to prove the tightness criterion (2.29). The rest of the proof of tightness of the
processes Xε(t) is concerned with verifying (2.30).

Step 2. Taking a time-step backward. Suppose we are given a pair of times
t > s with a gap between them: t − s > 10εγ . Consider a partition of the interval
[s, t] into subintervals of the length

∆t = (t− s)
([

t− s
εγ

])−1

,

where [x] is the integer part of x. Then the time step ∆t is such that εγ/2 ≤
∆t ≤ 2εγ and the partition s = t0 < t1 < · · · < tM+1 = t is taken with a time
step ∆t. Here M = [ε−γ(t− s)]. The parameter γ ∈ (1, 2) is to be defined later.
The important aspect is that γ < 2 so that ∆t is much larger than the velocity
correlation time ε2. The basic idea in the proof of (2.30) is “to use two term
Taylor expansion for Xε(t) −Xε(s) ” for a time step of O(∆t) size with explicitly
computable terms. The corresponding error terms, which are nominally large, are
shown to be negligible using mixing Lemma 2.2.

Dropping the subscript ε of Xε(t) we write:

X(t)−X(s) =
1

ε

∫ t

s

V
( u
ε2
, X(u)

)
du =

1

ε

M∑
i=0

∫ ti+1

ti

V
( u
ε2
, X(u)

)
du. (2.32)

Therefore our task is to estimate the integral inside the summation in the right side
of (2.32). In the preparation for the application of the mixing lemma the integrand
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on the interval ti ≤ u ≤ ti+1 can be rewritten as

V
(
u
ε2 , X(u)

)
= V

(
u
ε2 , X(ti−1)

)
+

∫ u

ti−1

d
du1

V
(
u
ε2 , X(u1)

)
du

= V
(
u
ε2 , X(ti−1)

)
+

∫ u

ti−1

n∑
p=1

∂xpV
(
u
ε2 , X(u1)

)(
1
εVp

(
u1

ε2 , X(u1)
))
du1

= V
(
u
ε2 , X(ti−1)

)
+ 1

ε

∫ u

ti−1

G1

(
u
ε2 ,

u1

ε2 , X(u1)
)
du1.

The next step is to expand G1 as well, also around the “one-step-backward” time
ti−1:

G1

( u
ε2
,
u1

ε2
, X(u1)

)
= G1

( u
ε2
,
u1

ε2
, X(ti−1)

)
+

1

ε

∫ u1

ti−1

G2

( u
ε2
,
u1

ε2
,
u2

ε2
, X(u2)

)
du2

with

G2(u, u1, u2, x) =

n∑
q=1

∂xqG1 (u, u1, x)Vq (u2, x) .

Putting together the above calculations we see that

X(t)−X(s) = 1
ε

M∑
i=0

∫ ti+1

ti

V
(
u
ε2 , X(ti−1)

)
du

+ 1
ε2

M∑
i=0

∫ ti+1

ti

[∫ u

ti−1

G1

(
u
ε2 ,

u1

ε2 , X(ti−1)
)
du1

]
du

+ 1
ε3

M∑
i=0

∫ ti+1

ti

[∫ u

ti−1

[∫ u1

ti−1

G2

(
u
ε2 ,

u1

ε2 ,
u2

ε2 , X(u2)
)
du2

]
du1

]
du.

The triple integral in the last line is bounded by Cε2γ−3(t − s) for some deter-
ministic constant C > 0, so it becomes small for γ > 3/2. Indeed, the time interval
in each integration is smaller than εγ and the total number of terms is at most
M + 1 ≈ (t − s)/εγ . Since G2 is deterministically bounded we obtain an estimate
of the term in question by Cε−3(M + 1)(∆t)3 ≈ Cε2γ−3(t− s).

In fact this is a general idea in proofs of weak coupling limits: pull back one
time step and expand the integrands until they become almost surely small, then
compute the limit of the (very) finite number of surviving terms. In our present
case we have shown that, for 3/2 < γ < 2,

X(t)−X(s) = L1(s, t) + L2(s, t) + E(s, t)

where

L1(s, t) =
1

ε

M∑
i=0

ti+1∫
ti

V
( u
ε2
, X(ti−1)

)
du

and

L2(s, t) =
1

ε2

M∑
i=0

ti+1∫
ti

[∫ u

ti−1

G1

( u
ε2
,
u1

ε2
, X(ti−1)

)
du1

]
du,

while |E(s, t)| ≤ Cεp(t−s) with some deterministic constants p, C > 0. This finishes
the first preliminary step in the proof of tightness.
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Step 3. Application of the mixing lemma. Now we are ready to prove

(2.30). That is, we have to verify that for any non-negative and Vs/ε
2

0 -measurable
random variable Y we have for all 0 ≤ s ≤ t ≤ T such that t ≥ s+ 10εγ :

E
{
|X(t)−X(s)|2Y

}
≤ C(t− s)EY.

Our estimates in Step 2 show that it is actually enough to verify that

E
{
L2
m(s, t)Y

}
≤ C(t− s)EY, m = 1, 2. (2.33)

An estimate for L1. We first look at the term corresponding to L1: it is equal to

E
{
L2

1(s, t)Y
}

=
2

ε2

∑
i<j

n∑
p=1

∫ ti+1

ti

∫ tj+1

tj

E
{
Vp
(
u
ε2 , X(ti−1)

)
Vp

(
u′

ε2 , X(tj−1)
)
Y
}
dudu′

+
1

ε2

∑
j

n∑
p=1

∫ tj+1

tj

∫ tj+1

tj

E
{
Vp
(
u
ε2 , X(tj−1)

)
Vp

(
u′

ε2 , X(tj−1)
)
Y
}
dudu′

= I1 + I2.

The terms I1 and I2 correspond to the summation ranges i ≤ j − 1 and i = j.
We estimate them separately as they end up being of a different order. The idea
is to use the separation between ti and tj and apply Lemma 2.2. In case of I1 it
implies that, as the time gap between the times u′ and u is in general larger than
the correlation time ε2, we have

|I1| ≤ o(1)(t− s)EY, as ε→ 0. (2.34)

Indeed, from Lemma 2.2 we get

|I1| ≤
C

ε2

M∑
j=0

∑
i≤j−1

∫ ti+1

ti

∫ tj+1

tj

φ

(
u′ − u
ε2

)
EY dudu′. (2.35)

Since u′ − u ≥ εγ−2 the sum over indices i ≤ j − 2 can be estimated further by

C

ε2
(M∆t)2φ

(
εγ−2

)
EY ≤ C

ε2
φ
(
εγ−2

)
(t− s)2EY.

We select γ from (16/11, 2) in such a way that (2.23) implies that the expression
above can be estimated by Cεp(t−s)EY . The remaining part of the sum appearing
in (2.35), corresponding to i = j − 1, upon performing the change of variables
u′ := (u′ − ti+1)ε−2 and u := (ti+1 − u)ε−γ transforms to

CEY εγM
∫ εγ∆t

0

{∫ ε−2∆t

0

φ
(
u′ +

u

ε2−γ

)
du′

}
du ≤ o(1)(t− s)EY

and (2.34) follows.
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On the other hand term I2, corresponding to i = j, can be estimated using again
Lemma 2.2. From the fact that tj−1 is smaller than both u and u′ it follows that:

|I2| ≤
C

ε2

M∑
j=0

tj+1∫
tj

tj+1∫
tj

E
{
Vp
(
u
ε2 , X(tj−1)

)
Vp

(
u′

ε2 , X(tj−1)
)
Y
}
du′du

≤ 2C
ε2

M∑
j=0

tj+1∫
tj

tj+1∫
u′

φ
(
u−u′
ε2

)
dudu′EY

≤ C(t− s)EY
∫ ∞

0

φ(u)du.

Thus (2.33) corresponding to m = 1 follows.
A better estimate for L1. Let us now go one step further and actually identify

the limit of E{L1,j(s, t)L1,m(s, t)Y } with 1 ≤ j,m ≤ n. The previous calculations
already show that the term corresponding to I1 vanishes so we are interested only
in the limit of I2. Using more carefully Lemma 2.2 we actually get:

I2 = 1
ε2

M∑
j=0

tj+1∫
tj

tj+1∫
tj

E
{
Vp
(
u
ε2 , X(tj−1)

)
Vm

(
u′

ε2 , X(tj−1)
)
Y
}
du′du

= 1
ε2

M∑
j=0

tj+1∫
tj

tj+1∫
tj

Rpm

(
u−u′
ε2 , 0

)
dudu′EY + o(1)(t− s)EY

= (apm + o(1)) (t− s)EY,

where apm are given by (2.24).
An estimate for L2. Following a similar computation one can also obtain

estimate (2.33) for m = 2. In fact

E
{
L2

2(s, t)Y
}
≤ εp(t− s)2EY (2.36)

for a suitable p > 0. To see it we rewrite E
{
L2

2(s, t)Y
}

in the form

1

ε4

∑
i,j

ti+1∫
ti

du

tj+1∫
tj

du′
u∫

ti−1

du1

u′∫
tj−1

du′1E
{
G1

( u
ε2
,
u1

ε2
, X(ti−1)

)
G1

(
u′

ε2
,
u′1
ε2
, X(tj−1)

)
Y

}
.

Once again, we split the sum above into terms I ′1 and I ′2 that correspond to the
summation over index ranges i ≤ j − 1 and i = j.

The important difference with L1 is that the term corresponding to i = j is small:

I ′2

= 1
ε4

∑
i

ti+1∫
ti

du

ti+1∫
ti

du′
u∫

ti−1

du1

u′∫
ti−1

du′1E
{
G1

(
u
ε2 ,

u1

ε2 , X(ti−1)
)
G1

(
u′

ε2 ,
u′1
ε2 , X(ti−1)

)
Y
}

≤ CM(∆t)4ε−4EY ≤ Cε3γ−4(t− s)EY.

Recall that M ≈ (t − s)/εγ and ∆t ≈ εγ . This means that if we take γ > 4/3
this term is bounded by the right side of (2.36).
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As for I ′1 we estimate first the sum corresponding to summation range i ≤ j− 2.
Using Lemma 2.2 it can be bounded by

CM(∆t)2ε−4

M∑
j=1

tj+1∫
tj

du′
u′∫

tj−1

φ1/2
(
u′−u′1
ε2

)
φ1/2

(
u′1−tj−1

ε2

)
du′1EY

≤ CM2(∆t)4ε−4φ1/2
(
εγ−2

)
EY.

The last estimate follows from the fact that at either u′ − u′1 or u′1 − tj−1 has to
be greater than or equal to εγ/2. The right hand side of the above expression is
bounded by

Cε2γ−4φ1/2
(
εγ−2

)
(t− s)2EY ≤ Cεp(t− s)2EY

for some p > 0 by virtue of (2.23). The contribution of the terms with i = j − 1 is
estimated identically as in (2.37) and we end up with the estimate |I ′1| ≤ Cεp(t −
s)2EY for some p > 0, provided that γ is chosen as in the estimate for L1.

Summarizing our work so far (and restoring the missing indices) we have shown
that

E {(Xp,ε(t)−Xp,ε(s))(Xm,ε(t)−Xm,ε(s))Y } = (apm + o(1)) (t− s)EY (2.37)

for all t, s with t − s ≥ 10εγ and ε → 0. This, of course, implies (2.30) and hence
the tightness of the laws of {Xε(t), t ≥ 0} follows.

Identification of the limit. Suppose that f(·) belongs to C∞0 (Rd), the space of all
compactly supported function C∞ functions on Rd, and Φ(·) is a nonnegative,
continuous and bounded function on RdN for some integer N . A slight modification
of our previous calculation can be carried out in order to compute

E {[f(Xε(t))− f(Xε(s))]Ψε} ,
where Ψε := Ψ(Xε(s1), . . . , Xε(sN )) for some 0 ≤ s1 ≤ . . . ≤ sN ≤ s. In this case
we can write

f(Xε(t))− f(Xε(s))

=

M∑
i=0

∇f(Xε(ti−1)) ·

 1
ε

ti+1∫
ti

V
(
u
ε2 , Xε(ti−1)

)
du+ 1

ε2

ti+1∫
ti

u∫
ti−1

G1

(
u
ε2 , Xε(ti−1)

)
du


+ 1
ε2 ∂

2
xjxmf(Xε(ti−1)

n∑
j,m=1

∫ ti+1

ti

∫ u

ti−1

Vj
(
u
ε2 , Xε(ti−1)

)
Vm
(
u1

ε2 , Xε(ti−1)
)
du1du

+ 1
ε3

M∑
i=0

∫ ti+1

ti

[∫ u

ti−1

[∫ u1

ti−1

r
(
u
ε2 ,

u1

ε2 ,
u2

ε2 , X(u2)
)
du2

]
du1

]
du,

where r(·) is a certain function that is deterministically bounded. Thus, the cor-
responding term in the formula above can be estimated by Cεp for some p > 0,
provided that γ is suitably chosen. In fact one can choose an arbitrary γ ∈ (3/2, 2).
Denote the remaining terms on the right hand side of (2.38) by J1,ε and J2,ε respec-
tively. The application of the mixing lemma, in the same way as we have done it
before, leads to the conclusion that limε→0 E {J1,εΨε} = 0, and, by the same token,

E {J2,εΨε}

= 1
ε2

n∑
j,m=1

E

{
∂2
xjxmf(Xε(ti−1))Ψε

∫ ti+1

ti

∫ u

ti−1

Rj,m
(
u−u1

ε2 , 0
)
dudu1

}
+ o(1)
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as ε→ 0. After straightforward computations we obtain that

E {[f(Xε(t))− f(Xε(s))]Ψε} =
1

2

n∑
j,m=1

E
[
ajm

∫ t

s

∂2
xjxmf(Xε(u))duΨε

]
+ o(1)

for all f(·) ∈ C∞0 (Rn) and bounded non-negative functions Ψε as described above.
Since we already know that the family of laws of {Xε(t), t ≥ 0} is tight in C[0,+∞)
we conclude that any limiting measure for the family must be a solution of the
martingale problem corresponding to the operator Lf := (1/2)

∑n
j,m=1 ajm∂

2
xjxmf ,

i.e. the process f(X(t))−
∫ t

0
Lf(X(s))ds is a martingale under this measure. There

is only one solution to this problem and it is a Wiener measure that is the law of
the Brownian motion appearing in the statement of the theorem.�

The proof of Theorem 2.1 is, in a sense, very generic in limit theorems based
on trajectory considerations in the weak coupling regime: one needs to establish a
mixing lemma of some sort, then verify tightness by using arguments with stepping
back in time, and using the Taylor expansion until some order where the correction
becomes deterministically small. Then the mixing lemma is applied to eliminate
some explicit “apparently large but small due to mixing” terms, and the rest is
computed explicitly.

2.3. One and two particles in a random flow with a strong drift. An im-
portant random flow that is close in spirit to a one-way wave equation is a flow of
the form

V (x) = ū+ εv(x). (2.38)

Here ū 6= 0 is the mean flow and v(x) is a (time-independent) random perturbation.
We assume that v(x) is divergence-free: ∇ · v = 0. The corresponding trajectory is

dXε

dt
= ū+ εv(Xε), Xε(0) = x. (2.39)

Note that the flow V (x) is time-independent. This, however, is not a problem
since the large mean flow ū “always takes the particle to new places” – hence, from
the point of view of the trajectory Xε(t) it always sees a new medium, and the
increments of Xε(t) are nearly independent if v(x) is sufficiently strongly mixing
in space. We will assume here that v(x) satisfies the assumptions of Theorem 2.1
(apart, obviously, from the mixing requirement in time, but we do assume mixing
in space). This problem was studied by Kesten and Papanicolaou in [52].

We are interested here in two questions: first, how does the deviation from
the straight line X̄(t) = ūt develop in time, and how do two particles starting at
initially nearby positions, diverge? Both questions can be answered with the help
of Theorem 2.1, and, as we will see, the particle separation satisfies an equation of
a kinetic type. As before, in order for the effect of a weak random fluctuation to
have order one, we have to consider the times of the order t ∼ O(ε−2). Accordingly,
we introduce the deviation from the straight line

Zε(t) = Xε

(
t

ε2

)
− ūt

ε2
− x.

It satisfies
dZε
dt

=
1

ε
v

(
x+

ūt

ε2
+ Zε

)
, Zε(0) = 0. (2.40)
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A straightforward application of Theorem 2.1 shows that Zε converges in law, as
ε→ 0 to the Brownian motion with the diffusion matrix given by (2.24):

aZij =

∫ ∞
−∞

Rij(ūt)dt, (2.41)

where

Rij(x) = E[vi(y)vj(x+ y)]

is the covariance tensor of the field v(x).
Now, consider two solutions of (2.39) that start initially at the points x and x−y.

Their separation

Yε(t) = Xε

(
t

ε2
, x

)
−Xε

(
t

ε2
, x− y

)
satisfies

dYε
dt

=
1

ε

[
v

(
x+

ūt

ε2
+ Zε

)
− v

(
x+

ūt

ε2
+ Zε − Yε

)]
, Yε(0) = y. (2.42)

A slight modification of Theorem 2.1 needed to account for the explicit dependence
of the right side in (2.42) on Zε implies that the processes (Zε, Yε) converge weakly
to the correlated diffusion processes Z and Y whose joint generator is

Lf(z, y) =
1

2

n∑
i,j=1

(
aZij

∂2f

∂zi∂zj
+ bZ,Yij

∂2f

∂yi∂yj
+ cYij

∂2f

∂zi∂yj

)
, (2.43)

where aZij are given by (2.41),

bZ,Yij (y) :=

∫ ∞
−∞

(
2Rij(ūt)−Rsij(ūt+ y)−Rsij(ūt− y)

)
dt

and

cYij(y) := 2

∫ ∞
−∞

(
Rij(ūt)−Rsij(ūt− y)

)
dt.

Here Rsij(y) := (1/2)[Rij(y) +Rji(y)]. The individual generators for Z and Y are:

LZf(z) =
1

2

n∑
i,j=1

aZij
∂2f

∂zi∂zj
, (2.44)

and

LY f(y) =
1

2

n∑
i,j=1

cYij(y)
∂2f

∂yi∂yj
, (2.45)

The diffusion coefficient in (2.45) vanishes for y = cū, so that if two particles start
at two nearby positions on the same straight line in the direction of ū then their
separation is not changed by the flow in the limit. The generator LY is asymptoti-
cally close to LZ for all y that have large component in the direction perpendicular
to the mean flow ū. The reason for this is that when the two starting points are sep-
arated by a large distance in the direction normal to ū, their trajectories are almost
independent, and the rescaled difference trajectory behaves like the fluctuations of
each individual trajectory.
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Interpretation in terms of the first order PDEs. Let us now relate the foregoing
discussion to solutions of the first order linear PDEs. Let φ be the solution of

∂φ

∂t
+ (ū+

√
εv(x)) · ∇φ = 0, (2.46)

with an incompressible random flow v(x) as above. Rescaling time and space as t→
t/ε, x→ x/ε, leads to the following initial value problem φε(t, x) = ε−n/2φ(t/ε, x/ε)
(the rescaling factor ε−n/2 keeps the L2-norm of the initial data fixed)

∂φε

∂t
+
(
ū+
√
εv
(x
ε

))
· ∇φε = 0, φε(0, x) =

1

εn/2
φ0

(x
ε

)
. (2.47)

More generally, we may consider (2.47) with the initial data φε0(x) forming an ε-
oscillatory family [43], such as the WKB data

φε(x) = A(x)eiS(x)/ε (2.48)

where A(x) and S(x) are smooth functions, and S(x) is real valued. The latter
family describes the distribution of tracers which have the form of high frequency
waves propagating in the direction ∇S(x) with amplitude A(x).

We are interested in the (non-symmetrized) Wigner transform

W ε(t, x, k) =

∫
eik·yφε(t, x− εy)φε∗(t, x)

dy

(2π)n
, (2.49)

and the two-point correlation function

Ŵ ε(t, x, y) = φε(t, x− εy)φε∗(t, x), (2.50)

so that its expectation is the correlation function of the filed φε(x) at two nearby
points separated by εy. The Wigner transform has a weak limit W (t, x, y) in the
space of Schwartz distributions that is a non-negative measure [43]. The diffusive

limit for the process Y ε(t) described above implies the following: let Ŵ (t, x, y) be

the weak limit of E[Ŵ ε(t, x, y)]. Then Ŵ (t, x, y) satisfies the diffusion equation with
a drift:

∂Ŵ

∂t
+ ū · ∇xŴ = LY Ŵ , (2.51)

where the operator LY is given by (2.45).
Applying the inverse Fourier transform to (2.51) we conclude that the E {W ε(t, x, k)}

converges to W (t, x, k) weakly in S ′, where W (t, x, k) satisfies a kinetic equation

∂W

∂t
+ ū · ∇xW

=

∫
dk′

(2π)n−1
kikjR̂

s
ij(k

′ − k)δ((k′ − k) · ū)(W (t, x, k′)−W (t, x, k)). (2.52)

Equation (2.52) has the form of a radiative transport equation with the dispersion
law ω(k) = ū · k.

3. The Wigner transform.

3.1. The basic properties of the Wigner transform.
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3.1.1. The unscaled Wigner transform. The Schrödinger equation

iφt +
1

2
∆φ− V (t, x)φ = 0. (3.1)

with a real potential V (t, x) preserves the total energy of the solution (or the total
number of particles depending on the point of view or physical application):

E(t) =

∫
|φ(t, x)|2dx = E(0).

This may be verified by a straightforward time differentiation. However, often
one is interested not only in the conservation of the total energy E(t) but also
in its local spatial distribution – that is, where the energy is concentrated. This
requires understanding of the local energy density E(t, x) = |φ(t, x)|2. Note that
even if φ(t, x) is oscillatory the function E(t, x) may vary slowly in space – this
happens, for instance, in the geometric optics regime. Unfortunately, while all the
information about the “relatively simple” function E(t, x) may be extracted from
a “complicated” function φ(t, x), the energy density E(t, x) itself does not satisfy a
closed equation. Rather, its evolution is described as a conservation law

∂E

∂t
+∇ · F = 0

with the flux

F (t, x) =
1

2i

(
φ̄∇φ− φ∇φ̄

)
.

A remedy for this lack of equation for E(t, x) when the potential V = 0 was proposed
by Wigner in his 1932 paper [78] (where he gives credit to Szilard for this idea).
Wigner introduced the following object:

W (t, x, k) =

∫
φ
(
t, x− y

2

)
φ̄
(
t, x+

y

2

)
eik·y

dy

(2π)d
. (3.2)

It is immediate to check that∫
W (t, x, k)dk = |φ(t, x)|2 = E(t, x), (3.3)

so that in some sense W (t, x, k) is “a local energy density resolved over momenta”.
In addition, the “average momentum” is∫

kW (t, x, k)dk = 1
i

∫
ikφ

(
t, x− y

2

)
φ̄
(
t, x+

y

2

)
eik·y

dydk

(2π)d

= −1

i

∫
∇y
[
φ
(
t, x− y

2

)
φ̄
(
t, x+

y

2

)]
eik·y

dydk

(2π)d

= 1
2i

[
φ̄(t, x)∇φ(t, x)− φ(t, x)∇φ̄(t, x)

]
.

Therefore, the flux can be expressed in terms of the Wigner transform as

F (t, x) =

∫
kW (t, x, k)dk,

reinforcing the interpretation of W (t, x, k) as a phase space energy density. It is
also immediate to observe that W (t, x, k) is real-valued.
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In order to get an equation for W in the special case V = 0, we differentiate it
with respect to t, use the Schrödinger equation for φ and integrate by parts:

∂W

∂t
= − 1

2i

∫
eik·y

[
φ̄
(
t, x+ y

2

)
∆φ

(
t, x− y

2

)
− φ

(
t, x− y

2

)
∆φ̄

(
t, x+ y

2

)]
dy

(2π)d

= 1
i

∫
eik·y∇x · ∇y

[
φ
(
t, x− y

2

)
φ̄
(
t, x+ y

2

)]
dy

(2π)d

= −k · ∇xW.

We obtain a (closed) kinetic equation for W (t, x, k):

Wt + k · ∇xW = 0. (3.4)

Therefore, one may describe energy density evolution for the Schrödinger equation
with zero potential as follows: compute the initial data W (0, x, k), solve the kinetic
equation (3.4) and find |φ(t, x)|2 using (3.3).

However, there is one drawback in the interpretation of W (t, x, k) as electron en-
ergy density resolved over positions and momenta – there is no reason for W (t, x, k)
to be non-negative! Moreover, the same analysis for the Schrödinger equation (3.1)
with a non-zero potential V leads to the following evolution equation for W (t, x, k):

∂W

∂t
+ k · ∇xW =

1

i

∫
eip·xV̂ (p)

[
W
(
k − p

2

)
−W

(
k − p

2

)] dp

(2π)n
. (3.5)

While the uniform kinetic equation (3.4) possesses some nice properties – in
particular, it preserves positivity of the initial data and has a particle interpretation:
it describes density evolution of particles moving along the straight lines Ẋ = K,
K̇ = 0,– the Wigner equation (3.5) has very few attractive features. In particular, it
does not preserve positivity of the initial data. Probably, for that reason the Wigner
transform ideas did not evolve mathematically (at least, they did not spread widely)
until the work of P. Gérard and L. Tartar in the late eighties. They realized that
the Wigner transforms became a useful tool in the analysis of the semiclassical
asymptotics, that is, in the study of the oscillatory solutions of the Schrödinger
equation (as well as in other oscillatory problems).

3.1.2. The semiclassical Wigner transform. The definition of the Wigner transform
for oscillatory functions has to be modified: to see this, consider a simple oscillating
plane wave φε(x) = eik0·x/ε with a fixed k0 ∈ Rn. Then its Wigner transform as
defined by (3.2) is

W (x, k) =

∫
eik·yeik0·(x−y/2)/ε−ik0·(x+y/2)/ε dy

(2π)d
= δ

(
k − k0

ε

)
.

We see that W (x, k) does not have a nice limit as ε → 0 – on the other hand,
its rescaled version Wε(x, k) = ε−dW (x, k/ε) does converge to δ(k − k0). This
motivates the following definition of the (rescaled) Wigner transform of a family of
functions φε(x):

Wε(x, k) =
1

εd

∫
φε

(
x− y

2

)
φ̄ε

(
x+

y

2

)
eik·y/ε

dy

(2π)d

that may be more conveniently re-written as
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Definition 3.1. The Wigner transform (or the Wigner distribution) of a family of
functions φε(x) is a distribution Wε(x, k) ∈ S ′(Rd × Rd) defined by

Wε(t, x, k) =

∫
φε

(
x− εy

2

)
φ̄ε

(
x+

εy

2

)
eik·y

dy

(2π)d
. (3.6)

Expression (3.6) shows that Wε(x, k) is well suited to study functions oscillating
on the scale ε � 1 – in that case the difference of the arguments εy is chosen so
that the function φε changes by O(1).

We will be mostly using the Wigner transform for families of solutions of non-
dissipative evolution equations that conserve the L2-norm (or a weighted L2-norm).
The scaling in (3.6) is particularly well suited for families of functions φε(x) that
are uniformly (in ε ∈ (0, 1)) bounded in L2(Rd). To see that we multiply Wε by a
test function λ(x, k) and integrate:

〈Wε, λ〉 =

∫
Wε(x, k)λ̄(x, k)dxdk

=

∫
φε
(
x− εy

2

)
φ̄ε
(
x+ εy

2

)
λ̄(x, k) e

ik·ydydxdk
(2π)n

=

∫
φε
(
x− εy

2

)
φ̄ε
(
x+ εy

2

)
λ̃(x, y) dydx(2π)n .

Here λ̃(x, y) is the Fourier transform of λ in the variable k only:

λ̃(x, y) =

∫
e−ik·yλ(x, k)dk. (3.7)

Using the Cauchy-Schwartz inequality we arrive at the following estimate:

|〈Wε, λ〉| ≤ ‖φε‖2L2(Rd)

∫
sup
x

[∣∣∣λ̃(x, y)
∣∣∣] dy

(2π)d

Let us define the space of test functions

A =

{
λ(x, k) ∈ S(Rd × Rd) :

∫
sup
x

[∣∣∣λ̃(x, y)
∣∣∣] dy < +∞

}
with the norm

‖λ‖A =

∫
sup
x

[∣∣∣λ̃(x, y)
∣∣∣] dy.

We have just shown that if the family of functions φε(x) be uniformly bounded in
L2(Rd) then the corresponding family of Wigner transforms Wε(x, k) is uniformly
bounded in A′(Rd × Rd). Thus, the family Wε(x, k) has a weak-? converging sub-
sequence in the space A′(Rd × Rd).

Remarkably, any limit point of Wεk(x, k) in A′ is a non-negative measure of a
bounded total mass. A convenient way to see this is to use the Husimi function,
which is a convolution of the Wigner function with an approximation of a delta
function on the intermediate scale O(

√
ε)

W̃ε(x, k) = Wε ? Gε, Gε(x, k) =
1

(πε)n
e−[|x|2+|k|2]/ε.

A straightforward computation shows that W̃ε is non-negative. It is also straightfor-
ward to verify that for any function φ ∈ A the sequence φ ?Gεk converges strongly
to φ in A as εk → 0. Hence, any limit point of the family Wε has to be non-negative,
and, in addition the families Wε and W̃ε have the same limit points.
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In addition, as ∫
W̃ε(x, k)dxdk =

∫
|φε(x)|2dx

and the family φε is uniformly bounded in L2(Rd), it follows that the measure
W (dxdk) has a bounded total mass.

Positivity of the Husimi function provides a quantitative way to measure the
potential non-positivity of the Wigner transform: its local averages over regions of
size
√
ε are non-negative.

We summarize the above into the following theorem.

Theorem 3.2. Let the family φε be uniformly bounded in L2(Rn). Then the
Wigner transform Wε converges weakly along a subsequence εk → 0 to a distribution
W (x, k) ∈ S ′(Rn×Rn). Any such limit point W (x, k) is a non-negative measure of
bounded total mass.

Can the weak convergence of the Wigner transforms become strong? This is
possible in principle. For instance, the Wigner transforms of ψε(x) = eik0·x/ε is
independent of ε: Wε(x, k) = δ(k− k0). However, this is impossible in L2(Rd×Rd)
as the L2-norm of Wε is unbounded unless φε(x) converges strongly to zero:∫
|Wε(x, k)|2dxdk =

∫ ∣∣∣φε (x− εy

2

)
φε

(
x+

εy

2

)∣∣∣2 dydx
(2π)d

=
1

(2πε)d
‖φε‖4L2(Rd).

Therefore, it is impossible to expect even weak convergence of Wε in L2(Rd × Rd)
unless the family φε converges strongly to zero. In that case, however, Wε = 0,
which is a case of somewhat limited interest.

3.1.3. The semiclassical operators. In order to better understand the limits of the
Wigner transforms we note that for any test function a(x, k) ∈ S(Rd×Rd) we have

〈a,Wε〉 = 〈aw(x, εD)φε, φε〉. (3.8)

Here we have associated to the function a(x, k) the Weyl operator aw(x, εD) defined
by

[aw(x, εD)f ](x) =

∫
a

(
x+ y

2
, εk

)
f(y)eik·(x−y) dydk

(2π)n
. (3.9)

The Weyl operators provide one way to associate an operator to a symbol a(x, k),
another example of such semiclassical operator is

[a(x, εD)f ](x) =

∫
a (x, εk) f(y)eik·(x−y) dydk

(2π)n
(3.10)

The operator a(x, εD) is called the standard quantization of the symbol a(x, k).
Semiclassical operators, both in the Weyl quantization (3.9) and in the standard

quantization (3.10) provide a useful and effective tool in understanding the limits of
the Wigner transforms. We will now recall some of their properties, without proofs.
The next proposition provides flexibility in the choice of quantization.

Proposition 3.3. Let a ∈ S(Rn ×Rn) be a test function, then the Weyl operators
aw(x, εD) and the semiclassical operators a(x, εD) are asymptotically equivalent in
the sense that

‖a(x, εD)− aw(x, εD)‖L2→L2 → 0 (3.11)

as ε→ 0.

The next proposition provides the uniform L2-bounds on a(x, εD) and the Hs-
estimates.
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Proposition 3.4. Let a(x, k) ∈ S(Rn × Rn) then for s ≥ 0 there exist positive
constants Cs > 0 so that

‖a(x, εD)‖L2→L2 + ‖aw(x, εD)‖L2→L2 ≤ C0(a) (3.12)

εs ‖a(x, εD)‖H−s→L2 + εs ‖aw(x, εD)‖H−s→L2 ≤ Cs(a) (3.13)

εs ||a(x, εD)||L2→Hs + εs ||aw(x, εD)||L2→Hs ≤ Cs(a). (3.14)

But the key property that makes the semiclassical operators so useful for us is
that the product of two semiclassical operators corresponds to the operator which
is nearly the product of their symbols.

Proposition 3.5. The product of two operators a(x, εD), b(x, εD) is

b(x, εD)a(x, εD) = (ba)(x, εD) +
ε

i
(∇kb · ∇xa)(x, εD) + ε2Rε, (3.15)

where the operators Rε are uniformly bounded on L2(Rn). The product of the Weyl
quantized operators is

bw(x, εD)aw(x, εD)

= (ba)w(x, εD) + ε
2i [(∇kb · ∇xa)w(x, εD)− (∇xb · ∇ka)w(x, εD)] + ε2Qε,

(3.16)

where the operators Qε are uniformly bounded on L2. One of the symbols a and b
above may grow polynomially in k.

Finally, the adjoint operators are as follows.

Proposition 3.6. The operators aw(x, εD) and a(x, εD) have the following ad-
joints:

[aw(x, εD)]∗ = [ā]w(x, εD) (3.17)

and

a(x, εD)∗ = ā(x, εD) + εRε (3.18)

with the operators Rε uniformly bounded on L2.

3.1.4. Examples of the Wigner measures. We now present some examples of the
Wigner measures – they are easy to compute with the help of the semiclassical
operators.

A strongly converging sequence. Let φε(x) converge strongly in L2(Rd) to
a limit φ(x). Then the limit Wigner measure is W (x, k) = |φ(x)|2δ(k). To see this,
we take a test function a(x, k) and write

(a(x, εD)φε, φε) = (a(x, εD)[φε − φ], φε) + (a(x, εD)φ, [φε − φ]) + (a(x, εD)φ, φ).

The first two terms above tend to zero as ε→ 0 as ‖φε − φ‖L2 → 0. Moreover, we
also have

a(x, εD)φ→ a(x, 0)φ(x) in L2(Rd)
as ε→ 0. It follows that

〈a,Wε〉 →
∫
a(x, 0)|φ(x)|2dx,

and thus the limit Wigner measure is indeed W (x, k) = |φ(x)|2δ(k). This means
that unless the family φε oscillates on a small scale, the limit Wigner measure is
supported at k = 0.
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The localized case. The Wigner transform of the family fε(x) = ε−n/2φ(x/ε)

with a compactly supported function φ(x) is given by W (x, k) = (2π)−d|φ̂(k)|2δ(x).
This is verified as follows:

〈a,Wε〉 =

∫
a(x, k)φ

(x
ε
− y

2

)
φ̄
(x
ε

+
y

2

)
eik·y

dydxdk

(2πε)d

=

∫
a(εx, k)φ

(
x− y

2

)
φ̄
(
x+

y

2

)
eik·y

dydxdk

(2π)d

→
∫
a(0, k)φ(x)φ̄(z)eik·(z−x) dzdxdk

(2π)d
=

∫ ∫
a(0, k)|φ̂(k)|2 dk

(2π)d
.

The WKB case. The Wigner measure of the family φε(x) = A(x) exp{iS(x)/ε}
with a smooth amplitude A(x) and phase function S(x), is W (x, k) = |A(x)|2δ(k−
∇S(x)) since

W ε(x, k) =

∫
Rd
eik·yeiS(x− εy2 )/εA(x− εy

2 )e−iS(x+ εy
2 )/εĀ(x+ εy

2 ) dy
(2π)d

=

∫
Rd
eik·ye−i∇S(x)·y|A(x)|2 dy

(2π)d
+O(ε)

= |A(x)|2δ(k −∇S) +O(ε).

Coherent states. The WKB and concentrated cases can be combined – this is
a coherent state

φε(x) =
1

εd/2
φ

(
x− x0

ε

)
eik0·x.

The Wigner measure of this family is

W (x, k) =
1

(2π)n
δ(x− x0)|φ̂(k − k0)|2.

Scale mismatch. The Wigner transform captures oscillations on a scale ε but
not on a different scale. To see this consider a WKB family φε(x) = A(x)eik0·x/ε

α

– we have treated the case α = 1 but now we look at 0 ≤ α < 1 or α > 1. First, if
α ∈ (0, 1) then we have

W ε(x, k) =

∫
Rd
eik·yeik0·(x−

εy
2 )/εαA

(
x− εy

2

)
e−ik0·(x+ εy

2 )/εαĀ
(
x+ εy

2

)
dy

(2π)d

=

∫
Rd
ei(k−ε

1−αk0)·y|A(x)|2 dy
(2π)d

+O(ε)

= |A(x)|2δ(k) + o(1).

Therefore, if 0 ≤ α < 1 then Wε has the limit W (x, k) = |A(x)|2δ(k) as in the
case α = 0 – the limit does not capture the oscillations at all. On the other hand,
if α > 1 then

〈a,Wε〉 =

∫
eik·yeik0·(x−

εy
2 )/εαa(x, k)A

(
x− εy

2

)
e−ik0·(x+ εy

2 )/εαĀ
(
x+ εy

2

)
dydxdk
(2π)d

=

∫
e−ik0·y/ε

1−α
ã(x, y)A

(
x− εy

2

)
Ā
(
x+ εy

2

)
dxdy
(2π)d

→ 0

as ε→ 0. We see that when the family oscillates on a scale much smaller than ε the
limit Wigner measure computed with respect to a “too large” scale ε vanishes and
does not capture the oscillations correctly. This is a mixed blessing of the Wigner
measures – they are very useful but only as long they are computed with respect to
a correct scale. We will make this statement precise in the next section.
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3.1.5. Basic properties of the Wigner measures. We have shown in Theorem 3.2
that if φε(x) is a family of uniformly bounded functions in L2(Rn) then the limit
Wigner distribution is a non-negative measure of finite mass. Positivity of the limit
has been proved using the Husimi transform. Another way to see the positivity of
the limit is using the semiclassical operators. The distribution W is non-negative if
for any non-negative test function a(x, k) ≥ 0 the pairing 〈a,W 〉 is non-negative. It
suffices to check this property for functions of the form a(x, k) = |b(x, k)|2 as these
are dense among non-negative functions. However, for such functions we have

〈a,W 〉 = lim
ε→0
〈|b|2,Wε〉 = lim

ε→0
〈[|b|2]w(x, εD)φε, φε〉 = lim

ε→0
〈bw(x, εD)φε, b

w(x, εD)φε〉 ≥ 0.

We used (3.16) and (3.17) in the third equality above. Yet another way to show the
positivity (non-negativity) of the limit Wigner distribution is by using the sharp
Gärding inequality

〈aw(x, εD)u, u〉 ≥ −Ch‖u‖2L2 , 0 ≤ h ≤ h0, (3.19)

which holds for all non-negative symbols a(x, k) ≥ 0. The proof of this inequality
may be found in [38], which provides an excellent introduction to the semiclassical
analysis.

Another important fact is that the Wigner measure is a local notion in space. We
say that a family of functions φε(x) is pure if the Wigner transforms Wε converge
as ε → 0 to the limit W (x, k) – that is, we do not need to pass to a subsequence
εk → 0 and the limit is unique.

Proposition 3.7 (Localization). Let φε(x) be a pure family of uniformly bounded
functions in L2 and let µ(x, k) be the unique limit Wigner measure of this family.
Let θ(x) be a smooth function. Then the family ψε(x) = θ(x)φε(x) is also pure,
and the Wigner transforms Wε[ψε] of the family ψε(x) converge to |θ(x)|2µ(x, k) as
ε → 0. Moreover, let φε be a uniformly bounded pure family of L2 functions, and
let ψε coincide with φε in an open neighborhood of a point x0. Then the the limit
Wigner measures µ[φ] and µ[ψ] coincide in this neighborhood.

The localization property is quite useful because it allows the consideration of
Wigner measures for families of functions φε that are uniformly bounded in L2

loc(Rd)
and not in L2(Rd).

Another useful and intuitively clear property is that the Wigner measure of waves
going in different directions is the sum of the individual Wigner measures.

Lemma 3.8 (Orthogonality). Let φε, ψε be two pure families of functions with
Wigner measures µ and ν, respectively,which are mutually singular. Then the
Wigner measure of the sum φε + ψε is µ+ ν.

The above properties: positivity, orthogonality and localization show that the
Wigner measure may be indeed reasonably interpreted as the phase space energy
density. However, the following pair of examples shows that the limit may not
capture the energy correctly. The first “bad” example is the family

φε(x) = A(x)eik·x/ε
2

.

Then the limit Wigner transform is W = 0 while the spatial energy density E(ε(x) =
|φε(x)|2 ≡ |A(x)|2 does not vanish in the limit ε → 0. The second “misbehavior”
can be seen on the family

φε(x) = θ

(
x− 1

ε

)
(3.20)
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with θ(x) ∈ C∞c (Rd). Then the limit Wigner measure W (x, k) = 0 and the local
energy density |φε(x)|2 converges weakly to zero as well. However, the total mass
‖φε‖L2 ≡ ‖θ‖L2 is not captured correctly by the limit.

It turns out that the above two examples exhaust the possibilities for the Wigner
measure to fail to capture the energy correctly and it is well suited for families
of functions that depend on a small parameter in an oscillatory manner, the ε-
oscillatory families of [42]. The ε-oscillatory property guarantees that the functions
φε oscillate on a scale which is not smaller than O(ε), and is conveniently charac-
terized by the following definition.

Definition 3.9. A family of functions φε that is bounded in L2
loc is said to be

ε-oscillatory if for every smooth and compactly supported function θ(x)

lim sup
ε→0

∫
|ξ|≥R/ε

|θ̂φε(ξ)|2dξ → 0 as R→ +∞. (3.21)

A simple and intuitive sufficient condition for (3.21) is that there exist a positive
integer j and a constant C independent of ε such that

εj
∣∣∣∣∣∣∣∣∂jfε∂xj

∣∣∣∣∣∣∣∣
L2
loc

≤ C. (3.22)

Condition (3.22) is satisfied, for instance, for high frequency plane waves φε(x) =
Aeiξ·x/ε with wave vector ξ/ε, ξ ∈ Rn but not by a similar family with a wave

vector ξ/ε2: ψε(x) = Aeiξ·x/ε
2

. Another natural example of ε-oscillatory functions
is gε(x) = g (x/ε), where g(x) is a periodic function with a bounded gradient.

In order to curtail the ability of a family of functions to “run away to infinity”
(as happens with the family (3.20)) we introduce the following definition.

Definition 3.10. A bounded family φε(x) ∈ L2(Rn) is said to be compact at
infinity if

lim sup
ε→0

∫
|x|≥R

|φε(x)|2dx→ 0 as R→ +∞. (3.23)

The main reason for introducing ε-oscillatory and compact at infinity families of
functions is the following theorem concerning weak convergence of energy, i.e. of
the integral of the square of the wave function.

Proposition 3.11. Let φε be a pure, uniformly bounded family in L2
loc with the

limit Wigner measure µ(x, k). Then, if |φε(x)|2 converges to a measure ν on Rn,
we have ∫

Rd
µ(·, dk) ≤ ν (3.24)

with equality if and only if φε is an ε-oscillatory family. Moreover, we also have∫
Rd×Rd

µ(dx, dk) ≤ lim sup
ε→0

∫
Rd
|φε(x)|2dx (3.25)

with equality holding if and only if φε is ε-oscillatory and compact at infinity. In
this case lim sup can be replaced by lim on the right side of (3.25).

With all the above properties we can interpret the limiting Wigner measure as
the limit phase space energy density of the family φε, that is, energy density resolved
over directions and wavenumbers.

3.2. The evolution of the Wigner transform.
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3.2.1. The Liouville equation and geometric optics. We will now derive the evolution
equation for the Wigner measure of a family of functions φε(t, x) that satisfy the
semiclassical Schrödinger equation

iε
∂φε
∂t

+
ε2

2
∆φε − V (x)φε(x) = 0 (3.26)

with a smooth potential V (x). The initial data φε(0, x) = φ0
ε(x) forms an ε-

oscillatory and compact at infinity family of functions uniformly bounded in L2(Rd).
As (3.26) preserves the L2-norm of solutions, the family φε(t, x) is bounded in
L2(Rdt) for each t ≥ 0 and it makes sense to define the Wigner transform

Wε(t, x, k) =

∫
ψε

(
t, x− εy

2

)
ψ̄ε

(
t, x+

εy

2

)
eik·y

dy

(2π)n
. (3.27)

We first obtain the equation for the limit Wigner transform directly “by hand”.
Differentiating (3.27) with respect to time, using (3.26) and a calculation similar to
(3.4), we arrive at the following equation for the Wigner transform

W ε
t + k · ∇xW ε − LεW ε = 0. (3.28)

Here the operator Lε is defined by

LεZ(x, k) =
i

ε

∫
Rd
eip·xV̂ (p)

[
Z(x, k − εp

2
)− Z(x, k +

εp

2
)
] dp

(2π)d
(3.29)

acting on a smooth function Z(x, k) in phase space.
It is easy to verify that for any smooth and decaying function Z(x, k) we have

LεZ → LZ = ∇xV · ∇kZ in A. (3.30)

We conclude that, first, for any test function Z ∈ S(Rn × Rn) we have∣∣∣∣ ∂∂t 〈Wε(t), Z〉
∣∣∣∣ ≤ C(Z)

so that Wε(t) is uniformly continuous in S ′. Further, we can pass to the limit in

〈∂Wε

∂t
, Z〉+ 〈k · ∇xWε, Z〉 = 〈LεWε, Z〉

and conclude that the limit Wigner measure W (t, x, k) satisfies the Liouville equa-
tion in phase space

Wt + k · ∇xW −∇V · ∇kW = 0 (3.31)

with the initial condition W (0, x, k) = W0(x, k). We have proved the following
proposition.

Proposition 3.12. Let the family φ0
ε(x) be uniformly bounded in L2(Rn) and pure

and let W0(x, k) be its Wigner measure. Then the Wigner transforms Wε(t, x, k)
converge uniformly on finite time intervals in S ′ to the solution of (3.31) with the
initial data W (0, x, k) = W0(x, k).

The formalism of semiclassical pseudodifferential operators provides a fast and
elegant way to derive the Liouville equation (3.31). For any test function a(x, k) ∈
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S(Rd × Rd) we have, using (3.26) and the product formula (3.15) with ω(x, k) =
k2

2
+ V (x):

〈a, ∂W
∂t
〉 = limε→0

[
(a(x, εD)φε,

∂φε

∂t
) + (a(x, εD)

∂φε
∂t

, φε)

]
= limε→0

{(
a(x, εD)φε,

[
− ε

2i∆ + 1
iεV

]
φε
)

+
(
a(x, εD)

[
− ε

2i∆ + 1
iεV

]
φε, φε

)}
= limε→0

1
iε

([
ε2

2 ∆− V (x), a(x, εD)
]
φε, φε

)
= − limε→0

1
iε ([ω(x, εD), a(x, εD)]φε, φε)

= − limε→0
1
iε
ε
i ([(∇kω · ∇xa)(x, εD)− (∇xω · ∇ka)(x, εD)]φε, φε)

= 〈[∇kω · ∇xa− (∇xω · ∇ka)] ,W 〉

= 〈k · ∇xa−∇V · ∇ka,W 〉

= 〈a,−k · ∇xW +∇xV · ∇kW 〉,

which is the weak form of (3.31).
Let us now compare the information one may obtain from the Liouville equation

(3.31) to the standard geometric optics. First, we derive the eikonal and transport
equations for the semiclassical Schrödinger equation (3.26). We consider initial data
of the form

φε(0, x) = eiS0(x)/εA0(x) (3.32)

with a smooth, real valued initial phase function S0(x) and a smooth compactly
supported complex valued initial amplitude A0(x). We then look for an asymptotic
solution of (3.26) in the same form as the initial data (3.32), with an evolved phase
and amplitude

φε(t, x) = eiS(t,x)/ε(A(t, x) + εA1(t, x) + . . . ). (3.33)

Inserting this form into (3.26) and equating the powers of ε we get evolution equa-
tions for the phase and amplitude

St +
1

2
|∇S|2 + V (x) = 0, S(0, x) = S0(x) (3.34)

and

(|A|2)t +∇ · (|A|2∇S) = 0, |A(0, x)|2 = |A0(x)|2. (3.35)

The phase equation (3.34) is called the eikonal and the amplitude equation (3.35)
the transport equation. The eikonal equation that evolves the phase is nonlinear
and, in general, it will have a solution only up to some finite time t∗ that depends
on the initial phase.

How are the eikonal and transport equations related to the Liouville equation
(3.31)? As we have computed before, for the WKB initial data (3.32) the initial
Wigner distribution has the form

W0(x, k) = |A0(x)|2δ(k −∇S0(x)). (3.36)

As long as the geometric optics approximation (3.33) remains valid we expect the
solution of the Liouville equation (3.31) to have the same form:

W (t, x, k) = |A(t, x)|2δ(k −∇S(t, x)). (3.37)
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We insert this ansatz into (3.31) :(
∂

∂t
+ k · ∇x −∇V · ∇k

)(
|A(t, x)|2δ(k −∇S(t, x))

)
= 0. (3.38)

or, equivalently,

0 = δ(k −∇S)

(
∂

∂t
+ k · ∇x −∇V · ∇k

)
(|A(t, x)|2)

+|A(t, x)|2
∑n
m,p=1

(
∂2S
∂t∂xm

+ kp
∂2S

∂xp∂xm
− ∂V

∂xm

)
Dm,

where

Dm = δ(k1−Sx1) . . . δ(km−1−Sxm−1)δ′(km−Sxm)δ(km+1−Sxm+1) . . . δ(kn−Sxn).

Equating similar terms in (3.39) we obtain the transport equation (3.35) from the
term in the first line, while the coefficient at Dm gives the eikonal equation (3.34)
differentiated with respect to xm. Expression (3.37) holds of course only until the
time when the solution of the eikonal equation stops being smooth.

Let us see what happens with the Wigner measure at a caustic. Consider the
Schrödinger equation (3.26) with V = 0 – the corresponding Liouville equation is

Wt + k · ∇xW = 0, W (0, x, k) = W0(x, k). (3.39)

Its solution is W (t, x, k) = W0(x − kt, k) and clearly exists for all time. Consider
the initial phase S0(x) = −x2/2 with a smooth initial amplitude A0(x). Then the
Wigner transform at t = 0 is W0(x, k) = |A0(x)|2δ(k+ x) so that solution of (3.39)
is W (t, x, k) = |A0(x − kt)|2δ(k + x − kt). This means that at the time t = 1 the
Wigner measure W (t = 1, x, k) = |A0(x − k)|2δ(x) is no longer singular in wave
vectors k but rather in space being concentrated at x = 0. This is the caustic point.
On the other hand, solution of the eikonal equation (3.34) with the same initial
phase and V = 0 is given by S(t, x) = −x2/(2(1− t)) – we see that the same caustic
appears at t = 1. The transport equation becomes

(|A|2)t −
x

1− t
· ∇(|A|2)t −

n

1− t
|A|2.

The corresponding trajectories satisfy

Ẋ = − X

1− t
, X(0) = x

and are given by X(t) = x(1− t) – hence they all arrive to the point x = 0 at the
time t = 1. At this time the geometric optics approximation breaks down and is no
longer valid while the solution of the Liouville equation exists beyond this time.

We see that from the Wigner distribution we can recover the information con-
tained in the leading order of the standard high frequency approximation. In addi-
tion, it provides flexibility to deal with initial data that is not of the form (3.36).

3.2.2. Wigner transforms of mixtures of states. We have noted that the L2(Rd×Rd)-
norm of the Wigner transform blows up in the limit ε → 0 unless the underlying
family of functions φε converges strongly to zero in L2(Rd). On the other hand,
the L2-norm of the Wigner transforms for each ε > 0 is preserved – it just so
happens that it blows up in the limit. The L2-norm is often much more convenient
to use than the norm in A′ and its conservation is typically an easy consequence
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of the evolution equation for the Wigner transform. For example, if φε satisfy the
Schrödinger equation

iε
∂φε
∂t

+
ε2

2
∆φε − V (x)φε = 0, (3.40)

then the Wigner transform Wε satisfies

∂Wε

∂t
+ k · ∇xWε =

1

iε

∫
eip·xV̂ (p)

[
Wε

(
k − εp

2

)
−Wε

(
k +

εp

2

)] dp

(2π)n
. (3.41)

It is immediate to verify that (3.41) preserves the L2-norm:

d

dt

∫
|Wε(t, x, k)|2dxdk = 0.

It is much more difficult to verify that the A′-norm of solutions does not grow.
Therefore, it would be convenient to have a tool of working with the L2-norm of the
Wigner transform. This is what mixtures of state do. They arise, either naturally or
artificially when families of solutions are considered rather than one solution. That
is, we consider a measure P (dω) on a state space Ω (which can be a probability space
but needs not be) and introduce a family of initial data ψε0(x, ω) for the Schrödinger
equation parametrized by ω ∈ Ω. Accordingly we may define a mixture of states
(the terminology comes from the quantum mechanics)

W̄ε(t, x, k) =

∫
Ω

Wε(t, x, k, ω)P (dω)

with

Wε(t, x, k, ω) =

∫
eik·yφε

(
t, x− εy

2
, ω
)
φ̄ε

(
t, x− εy

2
, ω
) dy

(2π)d
.

The point is that while the L2-norm ofWε(t, x, k, ω) blows up for each fixed state ω ∈
Ω, the L2-norm of the average Wigner transform W̄ε(t, x, k) may remain bounded.
In particular, in the case of the Schrödinger equation, as W̄ε satisfies (3.41), its L2-
norm is bounded as long as the L2-norm of the initial data W̄ε(0, x, k) is uniformly
bounded. Let us give a couple of examples when this might happen. The first one
arises when the initial data is random, and the second comes from the analysis of
the time-reversal experiments that we will study in some detail later.

Statistical averaging: take the initial data for the Schrödinger equation of
the form φε0(x;ω) = ψ(x)V (x/ε;ω), where V (y;ω) is a mean zero, scalar spatially
homogeneous random process with a rapidly decaying two-point correlation function
R(z):

E {V (y)V (y + z)} =

∫
V (y; ζ)V (y + z; ζ)dP (ω) = R(z) ∈ S(Rd),

and ψ(x) ∈ C∞c (Rd). The “average” Wigner transform is then

W̄ε(x, k) =

∫
Ω

(∫
eik·yφε

(
x− εy

2 , ω
)
φ̄ε
(
x− εy

2 , ω
)

dy
(2π)d

)
dP (ω)

=

∫
Ω

(∫
eik·yψ

(
x− εy

2

)
ψ̄
(
x− εy

2

)
V
(
x
ε −

y
2 , ω

)
× V

(
x
ε + y

2 , ω
)

dy
(2π)d

)
dP (ω)

=

∫
eik·yR(y)ψ

(
x− εy

2

)
ψ̄
(
x− εy

2

)
dy

(2π)n → |ψ(x)|2R̂(k).
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Hence the limit Wigner distribution is given by W (x, k) = |ψ(x)|2R̂(k), where R̂(k)
is the inverse Fourier transform of R(y). In addition, convergence is strong in
L2(Rd × Rd):

‖W̄ε −W‖2L2 =

∫
|R(y)|2

(
ψ
(
x− εy

2

)
ψ̄
(
x− εy

2

)
− |ψ(x)|2

)2 dxdy
(2π)n

=

∫
Iε(y)|R(y)|2 dy

(2π)n

with

Iε(y) =

∫ (
ψ
(
x− εy

2

)
ψ̄
(
x− εy

2

)
− |ψ(x)|2

)2

dx.

However, we have |Iε(y)| ≤ 4‖ψ‖4L4 and

Iε(y) =

∫ (
ψ(x− εy

2
)ψ∗(x+

εy

2
)− |ψ(x)|2

)2

dx→ 0

as ε → 0 since ψ ∈ Cc(Rd), pointwise in y. Therefore ‖W̄ε − W‖2 → 0 by the
Lebesgue dominated convergence theorem.

Smoothing of oscillations: the initial data is of the form φε0(x; ζ) = ψ(x)eiζ·x/ε,
where ψ(x) ∈ Cc(Rd). The state space S = Rd, and the measure P is P (dω) =
g(ω)dω, ω ∈ Rd, and g ∈ S(Rd). Then the limit Wigner distribution is W (x, k) =
|ψ(x)|2g(k) and convergence of W̄ε(x, k) to the limit is strong in L2(Rd×Rd). This
is verified exactly in the same way as in the previous example.

3.3. The high frequency limit for symmetric hyperbolic systems.

3.3.1. Matrix-valued Wigner transform. The definition of the Wigner transform
may be generalized in a straightforward manner for families of vector-valued func-
tions uε(x) ∈ L2(Rn;Cm). The Wigner transform is then an m×m matrix

Wε(x, k) =

∫
eik·yuε

(
x− εy

2

)
u∗ε

(
x+

εy

2

) dy

(2π)d
. (3.42)

Here we denote by u∗ the conjugate-transpose of the vector u. The basic properties
of the scalar Wigner transform can be immediately generalized to the matrix case.
In particular, Wε(x, k) is a self-adjoint matrix, and we have the following:

Theorem 3.13. Let the family of vector-valued functions uε(x) be uniformly bounded
in L2(Rn;Cm). Then the matrix-valued Wigner transform Wε converges weakly
along a subsequence εk → 0 to a matrix-valued distribution W (x, k) ∈ S ′(Rd ×
Rd;Cm × Cm). Any such limit point W (x, k) is a non-negative matrix for each
(x, k).

The proof is identical to that of Theorem 3.2 and uses the fact that under the
assumptions of this theorem the family of Wigner transforms Wε(x, k) is uniformly
bounded in (Am×m)′, the dual space of

Am×m = {λ(x, k) :

∫
sup
x
‖λ̃(x, y)‖dy}

where λ(x, k) is a vector-valued function, and ‖X‖ = Tr(XX∗) =
(∑m

j,k=1 |xjk|2
)1/2

.

We may also define the semiclassical operators aw(x, εD) and a(x, εD) in the Weyl
and standard quantizations, respectively, by expressions (3.9) and (3.10) with a ma-
trix valued function a(x, k) and a vector valued function f(x). Then Propositions
3.3, 3.4, 3.5, 3.6 all apply verbatim and we do not restate them here. Note, however,
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that in the product Lemma 3.5 the operators should be applied in the correct order
as they are matrix valued and their symbols do not commute. The localization,
orthogonality and “energy capturing” Propositions 3.7, 3.8 and 3.11 also hold.

In the same spirit we may define a “cross”-Wigner transform for a pair of (vector-
valued) functions uε(x) and vε(x) as

Wε[uε, vε] =

∫
eik·yuε

(
x− εy

2

)
v∗ε

(
x+

εy

2

) dy

(2π)d
. (3.43)

We will denote the corresponding limit by W [uε, vε]. It has the property that

〈W [uε, vε], a〉 =
∑
i,j

〈W [uεi , v
ε
j ], a〉 = lim

ε→0

∑
i,j

〈v̄εj , aw(x, εD)uεi 〉.

A useful fact that follows immediately from the aforementioned properties of the
Wigner transforms is that for a symbol P (x, k) we have for the limit Wigner matrix

W [P (x, εD)uε, vε](x, k) = P (x, k)W [uε, vε](x, k), (3.44)

W [uε, P (x, εD)uε](x, k) = W [uε, vε](x, k)P ∗(x, k).

3.3.2. The evolution of the Wigner transform: constant coefficients. We now ad-
dress consider the evolution of the Wigner transform for general equations other
than the linear Schrödinger equation. We begin with systems of equations with
constant coefficients of the form

ε
∂uε

∂t
+ P (εD)uε = 0 (3.45)

uε(t = 0) = uε0

with uε being a Cm-valued vector function. A typical example we have in mind is
a symmetric hyperbolic system

∂u

∂t
+Dj ∂u

∂xj
= 0

with symmetric matrices Dj , j = 1, . . . , n – in that case P (k) = ikjD
j . In general,

the operator P (εD) is associated with a multiplier P (k). We assume that P ∈
C∞(Rd\{0}) and P ∗(k) = −P (k). It follows that the total energy is conserved:

N(t) =

∫
nε(t, x)dx =

∫
nε0(x)dx = N(0).

Here nε(t, x) = |uε(t, x)|2 is the energy density and nε0(x) its initial value. Therefore,
it makes sense to consider the Wigner transform of solutions and their weak limits.

We impose the following conditions on the symbol: all eigenvalues ωα(k) of the
self-adjoint matrix iP (k) may be ordered as

ω1(k) < · · · < ωp(k)

with the multiplicities rα independent of k, for k 6= 0. We denote by Πα(k) the
orthogonal projection onto the eigenspace corresponding to ωα(k) and assume that
ωα(k) and Πα(k) are smooth functions of k away from k = 0. Under these assump-
tions the evolution of the Wigner matrix is described by the following theorem.

Theorem 3.14. Let the initial data uε0(x) for (3.45) be a pure family, uniformly
bounded in L2(Rn), ε-oscillatory and compact at infinity with the unique limit
Wigner matrix measure W0(x, k). Assume that ûε0(k) vanishes for |k| ≤ r for some
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r > 0. Then the Wigner transform Wε(t, x, k) converges weakly in S ′(R+×Rd×Rd)
to

W (t, x, k) =

p∑
α=1

Wα(t, x, k).

The matrices Wα(t, x, k) satisfy the Liouville equations

∂Wα

∂t
+∇kωα(k) · ∇xWα = 0, Wα(0, x, k) = Πα(k)W0(x, k)Πα(k). (3.46)

We can make the above statement somewhat more explicit if we introduce the
orthonormal basis of eigenvectors bmα that correspond the eigenvalue ωα with m =
1, . . . , rα – here rα is the multiplicity of ωα. Then the matrix Πα has the form

Πα =

rα∑
m,l=1

bmα (k)bl∗α (k).

The matrix Wα may, in turn, be written as

Wα(t, x, k) =
∑
m,l

wαml(t, x, k)bmα (k)bl∗α (k).

The entries wαml are given by

wαml = Tr
[
Wαb

l
αb
m∗
α

]
= Tr

[
ΠαWΠαb

l
αb
m∗
α

]
= Tr

[
Wblαb

m∗
α

]
.

Let us organize the elements wαmn into an rα × rα matrix wα. When rα > 1 the
mode α is polarized and wα is called the coherence matrix of this mode. Each
coherence matrix satisfies the Liouville equation

∂wα

∂t
+∇kωα · ∇xwα = 0, wαmn(0, x, k) = Tr [W0(x, k))bnα(k)bm∗α (k)] . (3.47)

This form of the Liouille equation is more convenient in the derivation of the radia-
tive transport equations in random media that we will consider later.

Energy propagation for solutions of (3.45) is described by the following theorem.

Theorem 3.15. Under the same assumptions the energy density nε(t, x) converges
weakly (for each time t ≥ 0) to the measure n0(t, x) given by

n0(t, x) =

p∑
α=1

∫
w0
α(x− t∇ωα(k), dk). (3.48)

Here w0
α(x, k) = Tr(ΠαWΠα)(x, k). Moreover, convergence is uniform on finite

time intervals.

The reason why we do not have uniform in time convergence of the matrix Wigner
transform but do have it for the energy density lies in the cross-mode terms ΠαWεΠβ

with α 6= β – they have fast temporal oscillations but do not necessarily go to zero
uniformly in time. For example, consider a special solution of (3.45) which is a sum
of two plane waves with the same wave vector:

uε(x) = Aαbα(k0)eik0·x/ε−iωα(k0)t/ε +Aβbβ(k0)eik0·x/ε−iωβ(k0)t/ε

with ωα(k0) 6= ωβ(k0). Then the matrix Wigner transform is

Wε(t, x, k) =
[
|Aα|2abα(k0)ab∗α(k0) + |Aβ |2abβ(k0)ab∗β(k0)

+AαĀβbβ(k0)ab∗α(k0)ei(ωβ(k0)−ωα(k0))t/ε

+ ĀαAβbα(k0)ab∗β(k0)ei(ωα(k0)−ωβ(k0))t/ε
]
δ(k − k0).
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The cross-terms are oscillating rapidly in time – hence they vanish as ε → 0 but
only in the weak sense. On the other hand, these terms have zero energy – their
trace vanishes. Therefore, the energy does not have these temporally oscillating
terms – this simple example captures the basic phenomenon that the cross-mode
terms are oscillatory in time but carry no energy.

3.3.3. The evolution of the Wigner transform: slowly varying coefficients. We now
consider the Wigner transforms of solutions of symmetric hyperbolic systems of the
form

∂uε
∂t

+B(x)Dj ∂

∂xj
(B(x)uε) = 0. (3.49)

The matrix B(x) is positive-definite and the constant matrices Dj are symmetric
and independent of t and x. The total energy

E(t) =

∫
|uε(t, x)|2dx = E(0)

is conserved:
∂E

∂t
+∇ · F = 0

with the energy density E(t, x) = |u(t, x)|2 and the flux Fj(t, x) = (DjBu,Bu). We
will assume in this section, as usually, that away from k = 0 the dispersion matrix
L(x, k) = B(x)kjD

jB(x) has eigenvalues ωα(x, k) with constant multiplicity rα
independent of x and k 6= 0, and both ωα and the corresponding eigenvectors biα,
i = 1, . . . , rα are smooth functions of x ∈ Rd and k ∈ Rd\{0}.

Energy conservation allows us to talk about the matrix Wigner transforms of the
solutions and study their limits. We take a matrix-valued test function a(t, x, k) ∈
S(R+ × Rn × Rn) and compute

ε〈a, ∂Wε

∂t
〉+ 〈a(x, εD)uε, BP (εD)[Buε]〉+ 〈a(x, εD) (BP (εD)[Buε]) , uε〉 = 0.

(3.50)
Here we have denoted P (k) = ikjDj and B is multiplication by the function B(x).
The operator Mf = B(x)P (εD)[B(x)f ] is skew-symmetric. Hence, we may re-write
(3.50) as

ε〈a, ∂Wε

∂t
〉 − 〈[BP (εD)(Ba(t, x, εD)uε), uε〉+ 〈a(t, x, εD) (BP (εD)[Buε]) , uε〉 = 0.

(3.51)
Integrating in time and passing to the limit ε→ 0 using the uniform in time a priori
bounds for Wε(t, x, k) in A′m×m we see that the limit Wigner matrix W (t, x, k)
satisfies

Tr [B(x)P (k)B(x)a(t, x, k)W (t, x, k)− a(t, x, k)B(x)P (x, k)B(x)W (t, x, k)] = 0.
(3.52)

Therefore, as in the constant coefficient case, the matrix W (x, k) satisfies

L(x, k)W (t, x, k) = W (t, x, k)L(x, k), L(x, k) =
1

i
B(x)P (x, k)B(x), (3.53)

It follows that Πα(x, k)W (t, x, k)Πβ(t, x, k) = 0 for α 6= β – here Πα(x, k) is the
projection matrix on the eigenspace of the matrix L(x, k) corresponding to an ei-
genvalue ωα(x, k). Thus, the limit Wigner matrix has a representation

W (t, x, k) =
∑
α

Πα(x, k)W (t, x, k)Πα(x, k). (3.54)
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We may also write it in a more explicit form as

W (t, x, k) =
∑
α

rα∑
i,j=1

wijα (t, x, k)biα(x, k)bj∗α (x, k). (3.55)

The vectors biα form the orthonormal basis of the eigenspace corresponding to the
eigenvalue ωα. The limit energy density is simply

E(t, x) =
∑
α

∫
Trwα(t, x, k)dk

for ε-oscillatory and compact at infinity families of solutions – we will see that this
property is preserved by evolution.

Somewhat lengthy computations (using the Weyl operator calculus and appropri-
ate test functions) lead to the following evolution equations for the rα×rα coherence
matrices wα:

∂wα
∂t

+∇kωα · ∇xwα −∇xωα · ∇kwα + [N̄α, wα] = 0. (3.56)

The rα × rα matrices N̄α have entries

N̄ni
α =

1

2

[
((B∇kP · ∇xB)biα, b

n
α)− (biα, (B∇kP · ∇xB)bnα)

]
. (3.57)

The matrix N̄α is skew-symmetric and vanishes when the eigenvalue ωα is simple.
This result can be summarized in the following theorem.

Theorem 3.16. Let uε(t, x) be the solution of the initial value problem

∂uε
∂t

+B(x)Dj ∂

∂xj
(B(x)uε) = 0 (3.58)

with an ε-oscillatory and compact at infinity pure family of initial data uε(0, x) =
u0
ε(x). The coefficient matrices B(x) are symmetric positive-definite and Dj are

independent of t and x. Then the Wigner transforms Wε(t, x, k) converge weakly in
S ′(R+ × Rd × Rd) to the matrix distribution

W (t, x, k) =

p∑
α=1

rα∑
i,j=1

wijα (t, x, k)biα(x, k)bjα(x, k).

The rα × rα coherence matrices wα satisfy the matrix Liouville equations (3.56)
with the initial data wmnα (0, x, k) = Tr[W0(x, k)bnα(x, k)bm∗α (x, k)]. Here W0(x, k) is
the Wigner transform of the family u0

ε(x).

As an immediate consequence, the energy of the mode α, which is w̄α = Tr(wα)
satisfies a scalar Liouville equation

∂w̄α
∂t

+∇kωα · ∇xw̄α −∇xωα · ∇kw̄α = 0. (3.59)

A few comments on the matrix Liouville equations (3.56) are in order. First of
all, the coupling matrix Nα vanishes if the coefficient matrix B is independent of
x – this is seen from its explicit form. Furthermore, as in the constant coefficients
case equations for various modes are all decoupled. This means that slow variations
(relative to the wave length) of the background material properties do not induce
mode coupling in the leading order. They do, however, suffice to couple various
polarizations corresponding to the same mode if the mode is polarized. Still the
“coupling” commutator term in the Liouville equations may be eliminated by an
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appropriate choice of the basis. More precisely, if we take wα = Uw̄αU
∗ with the

matrix U that is a solution of the evolution equation

∂U

∂t
+ {ωα, U}+ N̄αU = 0, U(0, x, k) = I,

then the matrix w̄α satisfies a Liouville equation without the commutator term

∂w̄α
∂t

+∇kωα · ∇xw̄α −∇xωα · ∇kw̄α = 0, w̄α(0, x, k) = w0
α(x, k). (3.60)

This means that the matrix U(t, x, k) describes the rotation (recall that the matrix
Nα is skew-symmetric) of the polarization vector along the bicharacteristics.

As in the case of constant coefficients, the non-uniform in time convergence of
the matrix Wigner transform to the limit in Theorem 3.16 is not an artifact of the
proof. However, the phase space energy density, that is, the trace of the Wigner
matrix converges to its limit Ē(t, x) =

∑
α

∫
Trwα(t, x, k)dk uniformly in time (and

weakly in space). This is because (as one can see from (3.50)) the time derivative
∂Wε/∂t is uniformly bounded in time.

The limit Liouville equations preserve the total energy Ē(t, x) defined above.
Therefore, as long as the initial data is ε-oscillatory and compact at infinity, con-
vergence of the trace of the Wigner matrix is tight for all t ≥ 0. As a consequence,
using Theorem 3.11 we conclude that the family of solutions of (3.49) remain ε-
oscillatory and compact at infinity.

3.4. High frequency Wigner limits: examples.

3.4.1. High Frequency Approximation for Acoustic Waves. We will now apply the
results of the previous section to acoustic waves. We will also review the usual form
of the high frequency approximation and make explicit the relation between the
phase space form of the high frequency approximation and the usual one.

The acoustic equations for the velocity and pressure disturbances u and p are

ρ
∂u

∂t
+∇p = 0

κ
∂p

∂t
+ divu = 0. (3.61)

Here ρ = ρ(x) is the medium density and κ = κ(x) is its compressibility. Equa-

tions (3.61) can be re-written in terms of v(t, x) =
√
ρ(x)u(t, x) and q(t, x) =√

κ(x)p(t, x) as

∂v

∂t
+

1
√
ρ
∇
[

1√
κ
q

]
= 0

∂q

∂t
+

1√
κ(x)

div

[
1
√
ρ
v

]
= 0. (3.62)

The energy density and flux for acoustic waves are given by

E(t, x) =
1

2
|v(t, x)|2 +

1

2
q2(t, x), F(t, x) = c(x)q(t, x)v(t, x). (3.63)

Equations (3.62) have the form (3.49) with the matrix

B(x) = diag

[
1√
ρ(x)

,
1√
ρ(x)

,
1√
ρ(x)

,
1√
κ(x)

]
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while each of the matrices Di = e1e
∗
4 + e4e

∗
1 has all zero entries except for Di

i4 and
Di

4i which are equal to one. For instance, the matrix D1 is

D1 =


0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0


Then the dispersion matrix L(x, k) has the form

L = v(x)


0 0 0 k1

0 0 0 k2

0 0 0 k3

k1 k2 k3 0

 (3.64)

with the sound speed c(x) = 1/
√
κ(x)ρ(x). It has one double eigenvalue ω1 = ω2 =

0 and two simple eigenvalues ω± = ±c(x)|k|. The corresponding orthonormal basis
of eigenvectors is

b1 = (z(1)(k), 0), b2 = (z(2)(k), 0), b± =

(
k̂√
2
,± 1√

2

)
, (3.65)

with the vectors k̂, z(1)(k) and z(2)(k), which form an orthonormal triplet:

k̂ =

sin θ cosφ
sin θ sinφ

cos θ

 , z(1) =

cos θ cosφ
cos θ sinφ
− sin θ

 , z(2) =

− sinφ
cosφ

0

 . (3.66)

The limit Wigner matrix of the family vε = (vε, qε), according to (3.55) can be
represented as

W (t, x, k) =

2∑
i,j=1

wij0 (t, x, k)bi(k)bj∗(k)

+w+(t, x, k)b+(k)b+∗(k) + w−(t, x, k)b−(k)b−∗(k).

(3.67)

In order to understand better the physical meaning of these modes let us write the
vector vε(x) as a sum vε(t, x) = vεin(t, x)+vεirr with an incompressible field vεin(t, x):
∇ · vεin = 0 and an irrotational component vεirr: ∇ × vεirr = 0. The limit Wigner
matrices Win and Wirr of the families vεin(t, x) and vεirr(t, x) satisfy Win(t, x, k)k = 0
and Wirr(t, x, k)z = 0 for any vector z orthogonal to k. Decomposition (3.67) tells
us that W = Wirr +Win with

Win =

2∑
i,j=1

wij0 (t, x, k)bi(k)bj∗(k),

Wirr = w+(t, x, k)b+(k)b+∗(k) + w−(t, x, k)b−(k)b−∗(k).

Therefore, the eigenvectors b1(k) and b2(k) correspond to transverse advection
modes, orthogonal to the direction of propagation. These modes do not propa-
gate because ω1,2 = 0: equation (3.56) for the coherence matrix w0 is of the form
∂w0

∂t
= 0 – hence w0(t, x, k) = 0 if it is zero initially. This is the case when the

initial data is irrotational. The eigenvectors b+(k) and b−(k) represent acoustic
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waves, which are longitudinal, and which propagate with the sound speed c(x): the
scalar amplitudes w±(t, x, k) satisfy the scalar Liouville equations

∂w±
∂t
± c(x)k̂ · ∇xw± ∓ |k|∇xc(x) · ∇kw± = 0. (3.68)

Next, as we did for the Schrödinger equation, we establish the connection with
the usual high frequency approximation for acoustic waves. We consider acoustic
equations (3.62) with initial data of the form

v(0, x) = v0(x)eiS0(x)/ε, v = (v, q) (3.69)

where S0 is the real valued initial phase function. We look for a solution in the form

v(t, x) = (A0(t, x) + εA1 + . . . )eiS(t,x)/ε, (3.70)

where A0 = (v0, q0). We insert (3.70) into (3.62) to get in the leading order in ε(
St c(x)∇S

c(x)∇S· St

)(
v0

q0

)
= 0. (3.71)

The next term in the expansion yields

− i
(

St c(x)∇S
c(x)∇S· St

)(
v1

q1

)
=

 ∂tv0 +
1
√
ρ
∇
[

1√
κ
q0

]
∂tq0 +

1√
κ
∇
[

1
√
ρ
· v0

]
 . (3.72)

Equation (3.71) gives the eikonal equation for the phase S

S2
t − c2(x)(∇S)2 = 0. (3.73)

Then assuming that St = +c(x)|∇S| we have(
v0

q0

)
= A(x)b+(∇S(t, x)), (3.74)

where b+ is given by (3.65). The amplitude A(t, x) is determined by the solvability
condition for (3.72), which gives the transport equation

∂

∂t
|A|2 +∇ ·

(
|A|2c(x)

∇S
|∇S|

)
= 0. (3.75)

The eikonal and transport equations (3.73) and (3.75) can also be derived from
the Liouville equation (3.68) as we did for the Schrödinger equation. In the high
frequency limit, initial conditions of the form (3.69) imply that

w+(0, x, k) = |A0(x)|2δ(k −∇S0(x)). (3.76)

Let the functions S(t, x) and |A(t, x)|2 be the solutions of the eikonal and transport
equations (3.73) and (3.75), respectively, with the initial conditions S(0, x) = S0(x)
and |A(0, x)|2 = |A0(x)|2. Then the solution of equation (3.68) is

w+(t, x, k) = |A(t, x)|2δ(k −∇S(t, x)). (3.77)

Conversely, given initial conditions of the form (3.76) for (3.68) and w+ given by
(3.77), then S and A must satisfy the eikonal and transport equations (3.73) and
(3.75), respectively. This is because the eikonal equation follows by integrating
(3.68) with respect to k while the transport equation follows by multiplying it by k
and then integrating with respect to k.



KINETIC LIMITS FOR WAVES IN A RANDOM MEDIUM 45

3.4.2. Phase space geometric optics for electromagnetic waves. Maxwell’s equations
in an isotropic medium and in suitable units are

∂E

∂t
=

1

ε
curlH (3.78)

∂H

∂t
= − 1

µ
curlE

where the dielectric permittivity is ε(x) and the relative magnetic permeability is
µ(x). In this section as well as in other instances when we consider electromagnetic
waves ε denotes the dielectric permittivity while the small parameter is denoted by
ε. It follows from Maxwell’s equations that if at the initial time we have

div(εE) = div(µH) = 0 (3.79)

then these conditions hold for all time. We will always assume that (3.79) holds.
As a symmetric hyperbolic system Maxwell’s equations can be written as

∂

∂t

(
Ē
H̄

)
+


1√
ε

0

0
1
√
µ

0

( 0 −∇×
∇× 0

)
1√
ε

0

0
1
√
µ

(ĒH̄
)

= 0 (3.80)

with Ē =
√
εE and H̄ =

√
µH. The 6× 6 dispersion matrix L is

L = −c(x)


0 0 0 0 −k3 k2

0 0 0 k3 0 −k1

0 0 0 −k2 k1 0
0 k3 −k2 0 0 0
−k3 0 k1 0 0 0
k2 −k1 0 0 0 0

 = c(x)

(
0 −T
T 0

)
(3.81)

with the speed of light c(x) = 1/
√
ε(x)µ(x) and the matrix T (k) defined by T (k)p =

k × p or

T (k) =

 0 −k3 k2

k3 0 −k1

−k2 k1 0

 . (3.82)

The dispersion matrix L has three eigenvalues, each with multiplicity two. They are
ω0 = 0, ω+ = c|k|, ω− = −c|k|. The basis formed by the corresponding eigenvectors
is

b(01) = (k̂, 0), b(02) = (0, k̂),

b(+,1) = (
z(1)

√
2
,
z(2)

√
2

), b(+,2) = (
z2

√
2
,−z

(1)

√
2

),

b(−,1) = (
z(1)

√
2
,−z

(2)

√
2

), b(−,2) = (
z(2)

√
2
,
z(1)

√
2

), (3.83)

where the vectors k, z(1)(k) and z(2)(k) form an orthonormal triplet (3.66). The
coherence matrix w0 corresponding to the mode ω0 = 0 vanishes if (3.79) holds
– this is checked in the same way as the absence of the vortical modes for the
acoustic waves. The other eigenvectors correspond to transverse modes propagating
with the speed c(x). As in the acoustic case, we need only consider the eigenspace
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corresponding to ω+. The 2×2 coherence matrices w± satisfy the Liouville equations
(3.56), for instance, the evolution equation for w = W+ is

∂w

∂t
+ c(x)k̂ · ∇xw − |k|∇xc(x) · ∇kw + N̄w − wN̄ = 0. (3.84)

The 2× 2 skew symmetric coupling matrix N+(x, k) is determined by its non-zero
element

N̄12
+ =

1

2

[
((B∇kP · ∇xB)b+,2, b+,1)− (b+,2, (B∇kP · ∇xB)b+,1)

]
. (3.85)

The coherence matrix W+(t, x, k) is related to the four Stokes parameters [31],
which are commonly used for the description of polarized light because they are
directly measurable. Let l and r be two directions orthogonal to the direction of
propagation and let I = Il + Ir be the the total intensity of light, with Il and Ir
denoting the intensities in the directions l and r, respectively. Let Q = Il − Ir
be the difference between the two intensities. Also let U = 2 < ElEr cos δ >
and V = 2 < ElEr sin δ > denote the intensity coherence, with fixed phase shift
δ, between the amplitude of light in the directions l and r, respectively. Light is
unpolarized if U = V = Q = 0. If the directions l and r are chosen to be z(1)(k)
and z(2)(k), given by (3.66), then the coherence matrix w+(t, x, k) is related to the
Stokes parameters (I,Q, U, V ) by

w+(t, x, k) =
1

2

(
I +Q U + iV
U − iV I −Q

)
. (3.86)

When light is unpolarized, then the coherence matrix w+ is proportional to the
2 × 2 identity matrix I. We will later see that in a random medium after a long
propagation time, indeed, w+ becomes nearly proportional to identity.

4. Kinetic limits for the Liouville equations.

4.1. The Fokker-Planck limit.

4.1.1. The Fokker-Planck equation. As we have seen in Section 3, the Wigner mea-
sure of the oscillatory solutions of the Schrödinger equations with a slowly (relative
to the scale of wave oscillations) varying potential satisfies the Liouville equation

Wt + k · ∇xW −∇V (x) · ∇kW = 0. (4.1)

More generally, the energy of each mode of a high frequency wave satisfies in the
limit a Liouville equation (3.59):

Wt +∇kω · ∇xW −∇xω · ∇kW = 0. (4.2)

Here ω(x, k) is the dispersion law of the mode. Equation (4.1) is a particular
example of (4.2) with ω(x, k) = k2/2 + V (x). Therefore, in order to understand
how high frequency waves scatter in a random medium with random fluctuations
that vary on a scale much larger than the wave length, one should study solutions
of the Liouville equation with a random dispersion relation. The Liouville problem
in a random medium is simpler to analyze than the full wave problem because it
has an interpretation in terms of the trajectories of the Hamiltonian system

dX

dt
= ∇kω(X,K),

dK

dt
= −∇xω(X,K), X(T ) = x, K(T ) = k. (4.3)

That is, if (X(t),K(t)) satisfy (4.3) then solution of (4.2) is given by

W (t, x, k) = W0(X(0),K(0)). (4.4)
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In particular, trajectories of (4.1) satisfy the classical laws of the Newtonian me-
chanics:

dX

dt
= K,

dK

dt
= −∇V (X). (4.5)

We will be interested here in the long time, large distance effect of weak random
fluctuations in the dispersion law on the behavior of solutions of the Liouville equa-
tions. In order to be more concrete, we first consider the classical case (4.5) with a
weakly random potential:

dX

dt
= K,

dK

dt
= −
√
δ∇V (X), X(0) = x, K(0) = k, (4.6)

where δ � 1 is a small parameter measuring the strength of random fluctuations
(it is a common convention for the size of fluctuations to be

√
δ so that the central

limit theorem time scale is δ−1). The long time, large distance behavior of a massive
particle in a weakly random time-independent potential field is described by the
momentum diffusion: the particle momentum undergoes the Brownian motion on
the energy sphere. In terms of the Liouville equation, if W is the solution of

Wt + k · ∇xW −
√
δ∇V (x) · ∇kW = 0, (4.7)

then W̄δ(t, x, k) = E[W (t/δ, x/δ, k)] converges as δ → 0 to the solution of the
Fokker-Planck equation

W̄t + k · ∇W̄ =

d∑
m,n=1

∂

∂kn

(
Dnm(k)

∂W̄

∂km

)
. (4.8)

The diffusion matrix D = [Dmn] is given by

Dnm(k) = −1

2

∫ ∞
−∞

∂2R(sk)

∂xn∂xm
ds, m, n = 1, . . . , d. (4.9)

Here R(x) = E[V (y)V (x + y)] is the covariance function of the random potential.
The time scale t ∼ O(δ−1) on which we obtain a non-trivial kinetic limit comes as
no surprise – it is the same as the central limit theorem time scale we considered for
a particle in a random velocity field in Section 2 (recall that fluctuation strength is√
δ).
Note that the diffusion matrix has the property Dk = 0:

d∑
m=1

Dnm(k)km = −
d∑

m=1

1
2

∫ ∞
−∞

∂2R(sk)
∂xn∂xm

kmds

= − 1
2

∫ ∞
−∞

d
ds

(
∂R(s)

∂xn

)
ds = 0,

(4.10)

provided that lim|x|→+∞ |∇xR(x)| = 0. This implies that the diffusion process
(X(t),K(t)) corresponding to (4.8) is given by a solution of the Itô stochastic dif-
ferential equation:

dK(t) = σ(K(t))dBt + b(K(t))dt, dX(t) = K(t)dt, (4.11)

where σ(k) is a d × d symmetric matrix that is a square root of 2D(k), b(k) =

(b1(k), . . . , bd(k)), with bm(k) =
∑d
n=1 ∂knDmn(k), and {Bt, t ≥ 0} is a d

-dimensional, standard Brownian motion. The K-component of the diffusion satis-
fies |K(t)| = const, that is, K(t) stays on a sphere of fixed radius. This, of course, is

expected: the Hamiltonian ωδ(x, k) = k2/2+
√
δV (x), is preserved by the dynamics,

and in the limit δ → 0 this reducers to the preservation of |K(t)|.
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The Fokker-Planck limit has been first proved in [53] in dimensions higher than
two, and later extended to two dimensions in [34, 58]. Similar results can be ob-
tained for general Hamiltonians (dispersion laws), in particular, for the classical
wave Hamiltonian ω(x, k) = cδ(x)|k|, when the sound speed is weakly random:

cδ(x) = c0 +
√
δc̃(x), where c0 > 0 is constant and c̃(x) is a mean-zero, spatially

homogeneous, random field. However, for the sake of simplicity we will first con-
centrate on the classical mechanics Hamiltonian as in (4.9).

4.1.2. Formal short time asymptotics. The easiest way to understand how the Fokker-
Planck equation and momentum diffusion come about is to consider the weakly
random Hamiltonian system (4.6) on time scales of the order t ∼ O(1) rather than
t ∼ O(δ−1) when the behavior becomes non-trivial. Consider a formal expansion

X(t) = X0(t) +
√
δX1(t) + δX2(t) + . . . , K(t) = K0(t) +

√
δK1(t) + δK2(t) + . . .

(4.12)
Inserting this into (4.6) gives K0(t) = k, X0(t) = x+ kt. The next order terms are

K1(t) =

∫ t

0

∇V (x+ ks)ds, X1(t) =

∫ t

0

ds

∫ s

0

∇V (x+ ks1)ds1

and K2(t) = (K2,1(t), . . . ,K2,d(t)), where

K2,m(t) =

d∑
n=1

∫ t

0

ds

∫ s

0

ds1

∫ s1

0

∂2
xnxmV (x+ ks)∂xnV (x+ ks2)ds2.

Let ∆K0(t/δ) ≈ K(t/δ) − K0(t/δ). Hence, assuming that t/δ is large but not
as much to violate validity of expansion (4.12), this is the case when t ∼ δγ and
γ ∈ (1/2, 1), we conclude that

√
δK1(t/δ) ∼ σ(k)Bt, δK2(t/δ) ∼ b(k)t, (4.13)

or equivalently
∆K0(t/δ) ≈ σ(K0(t/δ))Bt + b(K0(t/δ))t, (4.14)

where t ∼ δγ , in agreement with the Itô equation (4.11). The asymptotics of the
first term can be obtained by an argument as in Section 2.1.1 for the integral (2.2).
As for the second we get, via an ergodic theorem,

δK2(t/δ) ≈ −
d∑

n=1

δ

∫ t/δ

0

ds

∫ s

0

ds1

∫ s1

0

∂2
xn∂xmR(k(s− s2))ds2

= −
d∑

n=1

δ

∫ t/δ

0

ds

∫ s

0

(s− s2)∂2
xn∂xmR(k(s− s2))ds2

→ bm(k)t,

as δ → 0. We finish the derivation with an observation that the Fokker-Planck
equation corresponding to the infinitesimal version of the ”stochastic” difference
equation (4.14) is (4.8). The formal expansion (4.12) can not, of course, hold on
macroscopic time scales longer than δγ when γ < 1/2. Nevertheless, this “back of
the envelope” calculation gives an excellent idea of what happens.

Let us derive the diffusion operator in (4.8) yet in another way, more in the spirit
of of multiscale expansion of solutions of (4.7) done in Section 2.1.2. Let W be the
solution of that equation, then W δ(t, x, k) = W (t/δ, x/δ, k) satisfies

W δ
t + k · ∇xW δ − 1√

δ
∇V

(x
δ

)
· ∇kW δ = 0. (4.15)
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Consider an asymptotic multiple scale expansion for W δ

W δ(t, x, k) = W̄ (t, x, k) +
√
δW1

(
t, x,

x

δ
, k
)

+ δW2

(
t, x,

x

δ
, k
)

+ . . . (4.16)

We assume formally that the leading order term φ̄ is deterministic and independent
of the fast variable z = x/δ. We insert this expansion into (4.15) and obtain in the
order O

(
δ−1/2

)
:

k · ∇zW1 = ∇V (z) · ∇kW̄ . (4.17)

Let θ � 1 be a small positive regularization parameter that will be later sent to
zero, and consider a regularized version of (4.17):

k · ∇zW1 + θW1 = ∇V (z) · ∇kW̄ ,

Its solution is

W1(z, k) =

∫ 0

−∞
∇V (z + sk) · ∇kW̄ (t, x, k)eθsds. (4.18)

The next order equation becomes upon averaging (we assume, as in Section 2.1.2,
that the leading order term W̄ is deterministic)

∂W̄

∂t
+ k · W̄ = E (∇V (z) · ∇kW1) . (4.19)

The term on the right side above may be computed explicitly using expression (4.18)
for W1:

E (∇V (z) · ∇zφ1) =

∫ ∞
0

E
[
∂V (z)

∂zn

∂V (z + sk)

∂zm

]
∂2W̄ (t, x, k)

∂kn∂km
e−θsds

= −1

2

∫ ∞
−∞

∂2R(sk)

∂xn∂xm
e−θsds

∂2W̄ (t, x, k)

∂kn∂km

→ Dnm(k)
∂2W̄ (t, x, k)

∂kn∂km
,

as θ ↓ 0, with Dmn(k) as in (4.9).
However, the naive asymptotic expansion (4.16) is hard to justify. The rigorous

proof outlined in the next section is based on a quite different method closer in the
spirit to expansion (4.12).

4.2. Outline of the rigorous proof of the Fokker-Planck limit. The rigorous
proof of the Foker-Planck limit is quite long, and an interested reader may consult
the original papers [8, 53, 57, 58] for the details. Here we will only describe the
main ingredients of the proof.

The random potential. First, let us make precise our assumptions on the random
potential. Let (Ω,Σ,P) be a probability space, and let E denote the expectation
with respect to P. We assume that {V (x), x ∈ Rd} is a real-valued random field
over the probability space that is measurable and strictly stationary. This means
that for any shift x ∈ Rd, and any collection of points x1, . . . , xn ∈ Rd the laws of
(V (x1 + x), . . . , V (xn + x)) and (V (x1), . . . , V (xn)) are identical. In addition, we
assume that the field is centered, i.e. EV (0) = 0, the realizations of V (x) are P–a.s.
C2-smooth in x ∈ Rd and they satisfy

Dj := max
|α|=j

ess-sup
ω∈Ω

‖∂αxV (·;ω)‖∞ < +∞, j = 0, 1, 2. (4.20)
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We suppose further that the random field is strongly mixing in the uniform sense.
More precisely, for any R > 0 we let CiR (resp. CeR) be the σ–algebra generated by
random variables {V (x), x ∈ BR} (resp. {V (x), x ∈ BcR}). Here BR := [x : |x| ≤ R]
. The uniform mixing coefficient between the σ–algebras is

φ(ρ) := sup[ |P(B)− P(B|A)| : R > 0, A ∈ CiR, B ∈ CeR+ρ ],

for all ρ > 0. We suppose that φ(ρ) decays sufficiently fast, i.e.

φ∗ := sup
ρ≥0

ρ100φ(ρ) < +∞. (4.21)

This condition and (4.20) imply in particular that the covariance function of V (x),
R(x) := E[V (x)V (0)], satisfies

R∗ :=

4∑
i=0

∑
|α|=i

sup
x∈Rd

(1 + |x|2)50|∂αxR(x)| < +∞. (4.22)

We also assume that the power spectrum of the field, defined as the Fourier transform
of R(x): R̂(k) =

∫
R(x) exp(−ik · x)dx, has the following regularity property

R̂(k) does not vanish identically on any hyperplane Hp = {k : k · p = 0}, p ∈ Rd.
(4.23)

The main convergence to Fokker-Planck result. Let the function φδ(t, x, k) satisfy
the Liouville equation

∂φδ

∂t
+ k · ∇xφδ −

√
δ∇V (x) · ∇kφδ = 0, (4.24)

φδ(0, x, k) = φ0(δx, k).

We assume that the initial data φ0(x, k) is a smooth compactly supported function,
whose support is contained inside a spherical shell A(M) = {(x, k) : M−1 < |k| <
M} for some positive M > 0.

Dmn(k) = −1

2

∫ ∞
−∞

∂2R(sk)

∂xn∂xm
ds, m, n = 1, . . . , d. (4.25)

The following result holds.

Theorem 4.1. Let φδ be the solution of (4.24) and let φ̄ satisfy

∂φ̄

∂t
+ k · ∇xφ̄ =

d∑
m,n=1

∂

∂km

(
Dmn(k)

∂φ̄

∂kn

)
(4.26)

φ̄(0, x, k) = φ0(x, k),

where the diffusivity matrix D(k) = [Dmn(k)] is given by (4.9). Suppose also that
d ≥ 3. Then, for any M,T0 > 0 there exist two constants C, α0 > 0 such that for
all T ≥ T0

sup
(t,x,k)∈[0,T ]×A(M)

∣∣∣∣Eφδ ( tδ , xδ , k
)
− φ̄(t, x, k)

∣∣∣∣ ≤ CT (1 + ‖φ0‖1,4)δα0 . (4.27)

Here for any function f(t, x, k) and non-negative integers k, l,m we denote by
‖f‖k,l,m the supremum norm over the first k (resp. l,m) derivatives in t (resp. x, k)
variables. In case f does not depend on some of the variable we omit writing the
corresponding subscript in the notation of the norm.
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We recall that the process corresponding to the generator given by the operator
on the right hand side of (4.26) is a diffusion process on a sphere Sd−1

l := [|k| = l].

Equivalently, the above means that after the spherical change of variables k 7→ (l, k̂),

where l := |k| and k̂ := k/|k|, equations obtained from (4.26) for different values
of l are decoupled. On the other hand, assumption (4.23) implies that the matrix

D(k) has rank d − 1 for each k ∈ Sd−1
l , hence the corresponding diffusion on the

sphere of momenta of a fixed modulus is non-degenerate: see [8] for details.

Sketch of the proof of Theorem 4.1. The estimate (4.27) can be translated into the
statement about the rate of convergence of one dimensional marginals of (X(δ)(t),
K(δ)(t)) – the trajectories of the following system of ordinary differential equations

dX(δ)

dt
= −K(δ),

dK(δ)

dt
=

1√
δ
∇V

(
X(δ)

δ

)
, X(δ)(0) = x, K(δ)(0) = k. (4.28)

Estimate (4.27) is equivalent to:

sup
(t,x,k)∈[0,T ]×A(M)

∣∣∣Eφ0

(
X(δ)(t),K(δ)(t)

)
− φ̄(t, x, k)

∣∣∣ ≤ CT (1 + ‖φ0‖1,4)δα0 ,

(4.29)
provided that X(δ)(0) = x and K(δ)(0) = k.

According to (4.29), the limit of (X(δ)(t),K(δ)(t)) should be a Markov process.
Let us try to explain how Markovianity of the limit comes about from (4.28). For
any two times t1 < t2, we have

∆K(δ)(t1, t2) := K(δ)(t2)−K(δ)(t1) ≈ 1√
δ

∫ t2

t1+δγ
∇V

(
X(δ)(s)

δ

)
ds, (4.30)

provided that γ ∈ (1/2, 1). If the trajectory {X(δ)(t), t ≥ t1 + δγ} stays away
from Γ0,t1 := {(X(δ)(t),K(δ)(t), t ∈ [0, t1]} farther than a distance ∼ δ apart then

the increment ∆K(δ)(t1, t2), given (X(δ)(t1),K(δ)(t1)), would become ”almost in-
dependent” of the information carried by Γ0,t1 and we have a good chance that

the limit is indeed Markovian. The above scenario can be endangered if X(δ)(t2)
comes into the vicinity of Γ0,t1 (i.e. closer than distance ∼ δ of Γ0,t1). Then the

increment ∆K(δ)(t1, t2), given (X(δ)(t1),K(δ)(t1)), would be, in a stark contrast
with the Markov property, far from being ”nearly” independent of the information
contained in Γ0,t1 .

Another obstacle in getting a diffusive limit could lie in the fact that the lim-
iting process would be indeed Markovian, but a sufficiently ”irregular” behavior
of the path K(δ)(t) could lead to the formation of jumps for the limiting momen-
tum component. The limit would be then a Markovian jump process rather than a
diffusion.

One way to show convergence is the ”bootstrapping procedure” introduced by
Kesten and Papanicolaou in [53]. We consider the trajectories corresponding to
the Liouville equation (4.24) and introduce a stopping time, called τδ, so that until
this time the process (X(δ)(t),K(δ)(t)) is well-behaved, i.e. none of the scenarios
that can endanger diffusive limit described above is realized. Among other things,
until this time the process X(δ)(t) does not nearly self-intersect and the velocity
K(δ)(t) does not violate a Hölder property. These facts ensure in particular that
until the stopping time the particle is “exploring a new territory” and, thanks to the
strong mixing properties of the medium, “memory effects” are wiped out so we can
essentially use the scaling argument described in (4.12) - (4.15). Therefore, until τδ
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the law of the process is approximately described by the diffusion (4.11). After the
stopping time we modify the dynamics of the process by augmenting it with the
”true” diffusion, i.e., the limiting process described by (4.11). The main body of the
argument is devoted to the proof that the law of the augmented process is close to
the law of the diffusion, with an explicit error bound. Since an analogously defined
stopping time corresponding to the limiting diffusion tends to infinity in probability
the same holds for the stopping time τδ. In fact, for any T > 0 the probability of
the event [τδ ≤ T ] can be estimated by Cδγ1 for some C, γ1 > 0. The combination
of these two results allows us to estimate the difference between the solutions of the
Liouville and the diffusion equations in a rather straightforward manner : they are
close until the stopping time as the law of the diffusion is always close to that of
the augmented process, while the latter coincides with the true process until τδ. On
the other hand, the fact that τδ →∞, as δ → 0, shows that with a large probability
the augmented process is close to the true process.

The stopping times. We now define the stopping time τδ, that prevents the trajec-
tories to have near self-intersections (recall that the intent of the stopping time is
to prevent any “memory effects”).

We take small positive constants εj , j = 1, 2, 3, 4 and set

N = [δ−ε1 ], p = [δ−ε2 ], q = p [δ−ε3 ], N1 = Np [δ−ε4 ]. (4.31)

The precise choice of εj-s is slightly technical and we will not go into details on their
definitions. We introduce the following stopping times - each of them responsible
for the control of an undesirable behavior of the trajectory (as described in the

previous section). Let t
(p)
k := kp−1 be a mesh of times, k ≥ 0. To simplify the

notation we omit writing subscript δ by a trajectory of solution of (4.28).

The “violent turn” stopping time. Let K̂(t) := K(t)/|K(t)|. We define

Sδ := inf

[
t ≥ 0 : for some k ≥ 0 we have t ∈

[
t
(p)
k , t

(p)
k+1

)
and (4.32)

K̂(t
(p)
k−1) · K̂(t) ≤ 1− 1

N
, or K̂

(
t
(p)
k −

1

N1

)
· K̂(t) ≤ 1− 1

N

]
,

The stopping time Sδ is triggered when the trajectory performs a sudden turn –
this is undesirable as in the limit the momentum component of the trajectory may
loose its Hölder property, thus the limit can be a jump process instead of diffusion.
In addition, the trajectory may return to the region it has just visited and create
in this way correlations with the past.

”Near self-instersection” stopping time. For each t ≥ 0, we denote by Xt :=⋃
0≤s≤t

X (s) the trace of the spatial component of the trajectory up to time t, and

by Xt(q) := [x : dist (x,Xt) ≤ 1/q] a tubular region around the X component of
the path. We introduce the stopping time

Uδ := inf
[
t ≥ 0 : ∃ k ≥ 1 and t ∈ [t

(p)
k , t

(p)
k+1) for which X(t) ∈ X

t
(p)
k−1

(q)
]
. (4.33)

It is associated with the return of the X component of the trajectory to the tube
around its past – this is, as we have already explained, an undesirable way to create
correlations with the past. Finally, we set the stopping time

τδ := Sδ ∧ Uδ. (4.34)
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Approximate martingale property. The next step (rather technical, hence we omit

it) is the construction of a concatenated process {(X̃(t), K̃(t)), t ≥ 0} that follows
the trajectories of (4.24) until the time τδ but after this time they become the
momentum diffusion corresponding to the limiting Fokker-Planck operator, starting
from the point (X̃(τδ), K̃(τδ)). The augmented process is not, of course, Markov,
but it is “nearly Markov” in the sense we explain below.

Let {F̃t, t ≥ 0} be the natural filtration corresponding to the process, L be the
generator of the Fokker-Planck equation

LF (x, k) = −k · ∇xF (x, k) +

d∑
m,n=1

∂

∂kn

(
Dnm(k)

∂F (x, k)

∂km

)
. (4.35)

and

Nt(G) := G(t, X̃(t), K̃(t))−G(0, x, k)−
t∫

0

(∂% + L)G(%, X̃(%), K̃(%))) d%.

Then, there exist constants γ1, C > 0 such that for any smooth function G, random
variable ζ that is F̃t-measurable we have

|E {[Nv(G)−Nt(G)] ζ}| ≤ Cδγ1(v − t)Eζ. (4.36)

If the right side of (4.36) vanished, that would mean that the law of (X̃(t), K̃(t))
satisfied the so called martingale problem of Stroock and Varadhan. It is well
known, see Chapter 6 of [76], that under the assumptions made about the generator
L this problem is well-posed, i.e., there exists only one process, in the sense of
uniqueness of law, that could satisfy the requirement that the functional {Nt(G), t ≥
0} is a martingale for all smooth test functions G. The associated process is then
a diffusion, thus in particular it is Markovian. One can check, by verifying the
Hörmander condition, that the generator L is hypoelliptic. A particular consequence
of this fact is that: when d ≥ 3 for any T ≥ 1 one can find constants C, γ > 0 such
that P [ τδ < T ] ≤ CδγT . The details of this argument can be found in [53].

On the other hand, the fact that the law of the trajectory satisfies an approximate
martingale problem implies that the following result holds.

Theorem 4.2. Suppose that d ≥ 3. For any T,M > 0 one can choose ε1, ε2, ε3, ε4 >
0, appearing in the definition of the stopping times, and constants C, γ > 0 such
that

P [ τδ < T ] ≤ CδγT, ∀ δ ∈ (0, 1], T ≥ 1, (X̃(0), K̃(0)) ∈ A(M). (4.37)

The end of the proof of Theorem 4.1. The argument leading to the proof of the
theorem is as follows. Let G(t, x, k) := φ̄(u− t, x, k), where φ̄(t, x, k) is the solution
of the Cauchy problem (4.26), and ζ ≡ 1. From (4.36) (with v = u, t = 0) we get∣∣∣∣E [φ0(X̃(u), K̃(u))− φ̄(u, X̃(0), K̃(0)) −

u∫
0

(∂% + L)G(%, X̃(%), K̃(%)) d%

]∣∣∣∣
≤ C‖G‖1,1,3δγT.

Since (∂% + L)G ≡ 0 we get∣∣∣Eφ0(X̃(u), K̃(u))− φ̄(u, x, k)
∣∣∣ ≤ C‖G‖1,1,3δγT.
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This is almost (4.29) except for the fact that under the expectation we have the
modified, i.e. augmented, instead of the true process. However on [τδ ≥ T ], we have
τδ ≥ u, and applying estimate (4.37) we get∣∣∣E[φ0(X̃(u), K̃(u))− φ̄(u, x, k), τδ ≥ T

]∣∣∣ ≤ C‖G‖1,1,3δγT + CδγT‖φ0‖0,0,

Since (X̃(u), K̃(u)) = (X(u),K(u)) on [τδ ≥ T ], invoking again (4.37) we conclude
(4.29). We use also that ‖G‖1,1,3 ≤ C‖φ0‖1,4, which holds by virtue of standard
P.D.E. estimates,

4.3. Independence of two trajectories. In the same spirit as we have studied
the correlation of two trajectories in a random velocity field starting at two different
points in Section 4.1 and have shown that the particle separation becomes a diffusion
process on the same time scale as when the behavior of one particle becomes non-
trivial, one may ask what happens after a long time for two particles that move
in a weakly random potential force [68]. Consider the two particles (Xj(t),Kj(t)),
j = 1, 2 that satisfy

dXj

dt
= Kj ,

dKj

dt
= −
√
δ∇V (Xj), Xj(0) = xj , Kj(0) = kj . (4.38)

The corresponding Liouville equation is

∂φ

∂t
+ k · ∇φ−

√
δ∇V (x) · ∇kφ = 0. (4.39)

As in the study of a single particle we consider rescaled time and space: X
(δ)
j (t) =

δXj(t/δ), K
(δ)
j (t) = Kj(t/δ):

dX
(δ)
j

dt = K
(δ)
j ,

dKj(δ)
dt = − 1√

δ
∇V

(
X

(δ)
j

δ

)
,

X
(δ)
j (0) = x̃j := δxj , K

(δ)
j (0) = k̃j := kj ,

(4.40)

and the rescaled Liouville equation is

∂φδ

∂t
+ k · ∇φδ − 1√

δ
∇V

(x
δ

)
· ∇kφδ = 0. (4.41)

Let us see how far the starting points (x1, k1) and (x2, k2) can be from each other
so that we may expect some correlation from the physical point of view. First,
if |x̃1 − x̃2| � O(δ) then the particles would experience essentially two different
random media. Hence, we should take x2 = x1 + δy, with |y| = O(1). Similarly,
if k1 and k2 are O(1) apart then the particles will start moving into two different
directions, which will quickly create separation of order much larger than O(δ),
which, once again, will lead to their independent behavior. Hence, we should take
k2 = k1 + p, with |p| = O(δµ), and the exponent µ > 0 to be determined, and look
for a non-trivial behavior.

Accordingly, we define

U(t, x, k, y, p) = φδ(t, x, k)φδ(t, x+ δy, k + p). (4.42)

This function satisfies

∂U

∂t
+k·∇xU+

p

δ
·∇yU−

1√
δ
∇V

(x
δ

)
·∇kU−

1√
δ

[
∇V

(x
δ

+ y
)
−∇V

(x
δ

)]
·∇pU = 0.

(4.43)
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The corresponding characteristics are

dX
dt = K(t), dY

dt = 1
δP,

dK
dt = − 1√

δ
∇V

(
x
δ

)
, dP

dt = − 1
δ1/2

[
∇V

(
X
δ + Y

)
−∇V

(
X
δ

)]
.

(4.44)

Consider first, roughly, what happens on a short time scale t ∼ O(δα): let t = δαs.

Then K(s) ≈ k̃1, and X(s) ≈ x̃1 + δαk̃1s, since the Fokker-Planck diffusion kicks in
only on the time scale t ∼ O(1). Therefore, we have, approximately:

dY

ds
= δα−1P,

dP

ds
= − 1

δ1/2−α

[
∇V

(
x̃1 + δαk̃1s

δ
+ Y

)
−∇V

(
x̃1 + δαk̃1s

δ

)]
,

(4.45)
with the initial data Y (0) = y, P (0) = δµp0. It is easy to see that when α ≥ 1,
P (s) stays essentially constant for s ∼ O(1), and thus nothing interesting happens
to Y (s), as it remains close to its initial value y. When α < 1 the argument in
∇V in (4.45) is rapidly oscillating in s, hence we can expect a non-trivial limit.
Then |P (s)| ∼ O(δµ + δα/2) and |Y (s) − y| ∼ O(δα+µ−1 + δ3α/2−1), with the first
contribution in both expressions coming from the initial condition P (0) = δµp0.
Therefore, |Y (s) − y| tends to infinity at times t � O(δ2/3), meaning that the
particles are separated by distance of the order much larger than O(δ) and their
trajectories become decorrelated. Note that this result does not depend on how
small P (0) is – even two particles that have the same momentum initially but are
separated by distance O(δ) become uncorrelated on time scales beyond t ∼ O(δ2/3).

Without discussing the details we mention that this time scale can be interpreted
in terms of the emergence of a random caustic discussed in [79] that appears on the
same time scale O(δ2/3). Slightly more precisely, as we have discussed in Section 3.2,
the random Liouville equations in a weakly random medium are nothing but the
phase space version of the ray equations. Hence, it is not surprising that the decor-
relation of various rays in the phase space occurs on the same time scale a caustic
appears in the physical space.

A formal asymptotic analysis of the trajectory decorrelation. Let us now address the
question of the decorrelation of two trajectories in terms of the formal asymptotic
expansions. We will consider the situation when initially the particles are separated
by distance O(δ) and their momenta are O(δµ) apart. Hence, we redefine slightly
(4.42) as

U(t, x, k, y, p) = φδ(t, x, k)φδ(t, x+ δy, k + δµp). (4.46)

The function φδ is the solution of (4.41), while U satisfies

0 =
∂U

∂t
+ k · ∇xU + p

δ1−µ · ∇yU −
1√
δ
∇V

(
x
δ

)
· ∇kU

− 1
δ1/2+µ

[
∇V

(
x
δ + y

)
−∇V

(
x
δ

)]
· ∇pU.

(4.47)

We are interested in the question of how long the correlations between the two
trajectories persist, that is, what is the time scale t ∼ O(δα) (with α > 0 determined
by µ) on which solution of (4.47) behaves in a non-trivial fashion. Hence, we rescale
time t = δαs, and also correspondingly the spatial variable x = δαz. and obtain

0 =
∂U

∂s
+ k · ∇zU + p

δ1−µ−α · ∇yU −
1

δ1/2−α
∇V

(
z

δ1−α

)
· ∇kU

− 1
δ1/2+µ−α

[
∇V

(
x

δ1−α + y
)
−∇V

(
x

δ1−α

)]
· ∇pU.
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Let us first consider the range 1/3 ≤ µ < 1/2, then, as we will see, a non-trivial
behavior is observed if α = 2µ, which gives

0 =
∂U

∂s
+ k · ∇zU + p

δ1−3µ · ∇yU − 1
δ1/2−2µ∇V

(
x

δ1−2µ

)
· ∇kU

− 1
δ1/2−µ

[
∇V

(
x

δ1−2µ + y
)
−∇V

(
x

δ1−2µ

)]
· ∇pU.

Now, if 1/3 < µ < 1/2 then the non-trivial terms above are

∂U

∂s
+ k · ∇zU −

1

δ1/2−µ

[
∇V

( x

δ1−2µ
+ y
)
−∇V

( x

δ1−2µ

)]
· ∇pU = 0. (4.48)

A formal multiple scales asymptotic expansion, as the one in Section 4.1.2, gives in
the limit, for Ū = limδ↓0 E(U):

∂Ū

∂s
+ k · ∇zŪ =

d∑
i,j=1

∂

∂pi

(
Dij

2 (y, k)
∂Ū

∂pj

)
, (4.49)

with

Dij
2 (y, k) =

∫ ∞
−∞

[
∂2R(y + ks)

∂yi∂yj
− ∂2R(ks)

∂yi∂yj

]
ds. (4.50)

Therefore, the momentum separation behaves as a diffusion while the physical space
separation y does not change yet. On the other hand, when µ = 1/3 the the limiting
equation is

∂Ū

∂s
+ k · ∇zŪ + p · ∇yŪ =

d∑
i,j=1

∂

∂pi

(
Dij

2 (y, k)
∂Ū

∂pj

)
, (4.51)

Hence, on the time scale O(δ2/3) the particle separation y also starts to evolve, after
which the particle are, on the macro-scale separated by distance much larger than
O(δ) and the trajectories become decorrelated. We will return to this result later
when we discuss the self-averaging properties for waves in random medium.

4.4. Spatial diffusion. Consider the Fokker-Planck equation (4.8):

∂W

∂t
+ k · ∇xW =

d∑
n,m=1

∂

∂kn

(
Dnm(k)

∂W

∂km

)
. (4.52)

Solutions of (4.52) converge in the long time limit to the solutions of the spatial
diffusion equation [57]. Let us discuss briefly this result. Suppose that Wγ(t, x, k) =
W (t/γ2, x/γ, k), where γ > 0 andW satisfies (4.8) with the initial dataWγ(0, t, x, k) =
φ0(γx, k). For a fixed ` > 0 we let w(t, x, `) be the solution of the Cauchy problem
for the spatial diffusion equation:

∂w

∂t
=

d∑
m,n=1

a(`)
mn

∂2w

∂xn∂xm
, (4.53)

w`(0, x) = φ̄0(x, `)

with the averaged initial data

φ̄0(x, `) =
1

Γd−1

∫
Sd−1

φ0(x, `k̂)dΩ(k̂).



KINETIC LIMITS FOR WAVES IN A RANDOM MEDIUM 57

Here dΩ(k̂) is the surface measure on the unit sphere Sd−1 and Γd−1 is the surface

area of the sphere. The diffusion matrix A(`) := [a
(`)
nm] in (4.53) is given explicitly

as

a(`)
nm =

1

Γd−1

∫
Sd−1

k̂nχm(`k̂)dΩ(k̂). (4.54)

The functions χj appearing above are the mean-zero solutions of

d∑
m,n=1

∂

∂km

(
Dmn(k)

∂χj
∂kn

)
= −kj . (4.55)

Note that equations (4.55) for χm are elliptic on each sphere Sd−1
` := [|k| = `] and

the existence of solution follows from an application of Fredholm alternative. It can
be checked, by a direct calculation, that the matrix A(`) is positive definite [57].

Indeed, let c = (c1, . . . , cd) ∈ Rd be a fixed vector and let χc(k) :=

d∑
m=1

cmχm(k).

Since the matrix D is non-negative we have

(A(`)c, c)Rd = − 1

Γd−1

d∑
m,n=1

∫
Sd−1

χc(k̂)
∂

∂km

(
Dmn(`k̂)

∂χc(`k̂)

∂kn

)
dΩ(k̂)

= − 1

Γd−1

d∑
m,n=1

∫
Rd
χc(k)

∂

∂km

(
Dmn(k)

∂χc(k)

∂kn

)
δ(|k| − `) dk

`d−1

=
1

Γd−1

∫
Sd−1

(D(`k̂)∇χc(`k̂),∇χc(`k̂))RddΩ̂(k̂) ≥ 0.

The last equality holds after integration by parts because D(k)k = 0. Moreover,
the inequality appearing in the last line of (4.56) is strict. This can be seen as
follows. Since the null-space of the matrix D(k) is one-dimensional for each k and
consists of the vectors parallel to k, in order for (A(`)c, c)Rd to vanish one needs

that the gradient ∇χc(`k̂) is parallel to k̂ for all k̂ ∈ Sd−1. This, however, together

with (4.55) would imply that k̂ · c = 0 for all k̂, which is impossible.
The following theorem holds [57].

Theorem 4.3. For every 0 < T∗ < T < +∞ the re-scaled solution Wγ(t, x, k) =
W (t/γ2, x/γ, k) of (4.8) converges as γ → 0 in C([T∗, T ];L∞(R2d)) to w|k|(t, x).
Moreover, there exists a constant C > 0 so that we have

sup
(t,x,k)∈[T∗,T ]×A(M)

|w|k|(t, x)−Wγ(t, x, k)| ≤ C (γT +
√
γ) ‖φ0‖1,1. (4.56)

The proof of Theorem 4.3 is based on classical asymptotic expansions and is quite
straightforward. As an immediate corollary of Theorems 4.1 and 4.3 we obtain the
following result.

Theorem 4.4. Suppose that d ≥ 3. Let Wδ be solution of (4.7) with the initial data
Wδ(0, x, k) = φ0(δ1+αx, k) and let w̄|k|(t, x) be the solution of the diffusion equation

(4.53) with the initial data w|k|(0, x) = φ̄0(x, |k|). Then, for any T > T∗ > 0 and
M > 0 there exist α0 > 0 and a constant C > 0 so that for all 0 ≤ α < α0

sup
(t,x,k)∈[T∗,T ]×A(M)

∣∣w|k|(t, x)− EWδ

(
t/δ1+2α, x/δ1+α, k

)∣∣ ≤ CTδα0−α. (4.57)



58 GUILLAUME BAL, TOMASZ KOMOROWSKI AND LENYA RYZHIK

Theorem 4.4 shows that the movement of a particle in a weakly random quenched
Hamiltonian is approximated by a Brownian motion in the long time-large space
limit, at least for times T � δα−α0 . It would be quite interesting to understand
what happens on longer time scales, if anything different.

4.5. General Hamiltonians. So far we have described the results for the Hamil-
tonian of classical mechanics H(x, k) = k2/2 + V (x). However, the Fokker-Planck
limit, as well as the passage to the spatial diffusion limit can be obtained for a
large class of weakly random Hamiltonians, see [57]. Consider a particle that moves
in an isotropic weakly random Hamiltonian flow with the Hamiltonian of the form
Hδ(x, k) = H0(x, k) +

√
δH1(x, k), with x, k ∈ Rd and d ≥ 3:

dXδ

dt
= ∇kHδ,

dKδ

dt
= −∇xHδ, X

δ(0) = x0, K
δ(0) = k0. (4.58)

Here H0(x, k) is a deterministic function, the so called background Hamiltonian and
H1(x, k) is a random perturbation. The special case,

Hδ(x, k) = (c0 +
√
δc1(x))|k|, (4.59)

arises in the geometrical optics limit for acoustic waves, and is of a particular interest
to us. Here c0 is the background sound speed, and c1(x) is a random perturbation.
We assume that the background Hamiltonian H0(x, k) is isotropic, that is, it de-
pends only on |k|, and is uniform in space, i.e. independent of x. Moreover, we
assume that H0 : [0,+∞)→ R is a strictly increasing function satisfying H0(0) ≥ 0
and such that it is of C3-class of regularity in (0,+∞) with H ′0(k) > 0 for all k > 0.

Assumptions on the random perturbation. Our assumptions on the ran-
dom perturbation are very similar to what we have assumed about the random
potential in the classical case Hδ(x) = k2/2+

√
δV (x). We assume that the random

perturbation H1(x, |k|) is a random field stationary in x Here, this means that for
any (x, `) ∈ Rd × [0,+∞) and a collection of points x1, . . . , xn ∈ Rd the laws of
(H1(x1 +x, `), . . . ,H1(xn+x, `)) and (H1(x1, `), . . . ,H1(xn, `)) are identical. In ad-
dition, we assume that EH1(x, `) = 0, P–a.s. realizations of H1(x, `) are C2-smooth
in (x, `) ∈ Rd × (0,+∞), with the respective derivatives that are deterministically
bounded.

We suppose further that the random field is strongly mixing in the uniform
sense, as we did for the classical Hamiltonian, and that the two-point spatial corre-
lation function of the random field H1 is R(y, `) := E[H1(y, `)H1(0, `)] is sufficiently
rapidly decaying in y. Thanks to the smoothness assumptions made on the realiza-
tions of the field it is C4 smooth in (y, `). We also need an analog of assumption
(4.23)

R̂(k, `) does not vanish identically on any hyperplane Hp = {k : k · p = 0}, p ∈ Rd
(4.60)

The above hypothesis is made to ensure that the Fokker-Planck diffusion matrix
is of rank d − 1. Here R̂(k, `) =

∫
R(x, `) exp(−ik · x)dx is the power spectrum

of H1. The above assumptions are satisfied, for example, if H1(x, k) = c1(x)h(k),
where c1(x) is a stationary uniformly mixing random field with a smooth correlation
function, and h(k) is a smooth deterministic function, and in particular, for the wave
Hamiltonian (4.59).

Under the above assumptions we have exactly the same results on the convergence
of the solutions of the weakly random Hamiltonian system first to a Fokker-Planck
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limit, and then to a Brownian motion, as for the mechanical Hamiltonian. Let the
function φδ(t, x, k) satisfy the Liouville equation

∂φδ

∂t
+∇xHδ (x, k) · ∇kφδ −∇kHδ (x, k) · ∇xφδ = 0, (4.61)

φδ(0, x, k) = φ0(δx, k).

The Fokker-Planck diffusion matrix Dmn(k̂, `) is now

Dmn(k̂, `) = − 1
2

∫ ∞
−∞

∂2R(H′0(`)sk̂,`)
∂xn∂xm

ds

= − 1
2H′0(`)

∫ ∞
−∞

∂2R(sk̂,`)
∂xn∂xm

ds, m, n = 1, . . . , d.
(4.62)

We have the following generalization of Theorem 4.1.

Theorem 4.5. Suppose that d ≥ 3 and φδ is the solution of (4.61) and φ̄ satisfies

∂φ̄

∂t
=

d∑
m,n=1

∂

∂km

(
Dmn(k̂, `)

∂φ̄

∂kn

)
+H ′0(`) k̂ · ∇xφ̄ (4.63)

φ̄(0, x, k) = φ0(x, k).

Then, for any M,T0 > 0 there exist constants C, α0 > 0 such that for all T ≥ T0,
δ ∈ (0, 1]

sup
(t,x,k)∈[0,T ]×A(M)

∣∣∣∣Eφδ ( tδ , xδ , k
)
− φ̄(t, x, k)

∣∣∣∣ ≤ CT (1 + ‖φ0‖1,4)δα0 . (4.64)

It is easy to check that we still have the property D(k̂, `)k̂ = 0, thus the K-
process generated by (4.63) is indeed a diffusion process on a sphere [|k| = `], or,
equivalently, equations (4.63) for different values of k are decoupled.

As in the mechanical Hamiltonian case, solutions of (4.63) converge in the long
time limit to the solutions of the spatial diffusion equation. Let φ̄γ(t, x, k) =
φ̄(t/γ2, x/γ, k), where φ̄ satisfies (4.63) with an initial data φ̄γ(0, t, x, k) = φ0(γx, k),

and w(`)(t, x) be the solution of the spatial diffusion equation (4.53). The diffusion

matrix A(`) := [a
(`)
nm] is

a(`)
nm =

H ′0(`)

Γd−1

∫
Sd−1

k̂nχm(`k̂)dΩ(k̂). (4.65)

Here χj are the mean-zero solutions of

d∑
m,n=1

∂

∂km

(
Dmn(k̂, k)

∂χj
∂kn

)
= −H ′0(|k|)k̂j . (4.66)

Then Theorem 4.3 remains in force, the only difference is that instead of solutions
Wγ(t, x, k) of (4.8) the statement concerns φ̄γ(t, x, k) = φ̄(t/γ2, x/γ, k) the solutions
of (4.63). Finally from this result and Theorem 4.27 we obtain an analogue of
Theorem 4.4 for Eφ̄δ(t, x, k).

4.6. From waves to diffusion and self-averaging.



60 GUILLAUME BAL, TOMASZ KOMOROWSKI AND LENYA RYZHIK

The Wigner transform of mixtures of states. What does this have to do with waves?
If we think of the Liouville equations as the ray equations of geometric optics (see
Section 3.2), and its relation to the limit Wigner transform, we can interpret solution
of (4.61) with the wave Hamiltonian (4.59) as the high frequency limit of the phase
space wave energy density in a weakly random medium with a correlation length δ
which is much larger than the wave length. Then functionals of the form

Iδ(t) =

∫
φδ(t, x, k)η(x, k)dxdk,

with a smooth, rapidly decaying test function η(x, k) are the local phase space
averages of the wave energy density. Theorem 4.5 implies that E(Iδ(t)) → Ī(t) as
δ → 0, with

Ī(t) =

∫
W̄ (t, x, k)η(x, k)dxdk. (4.67)

Here W̄ (t, x, k) is the solution of the Fokker-Planck equation (4.8), while on an
even long time scale it would be the solution of the spatial diffusion equation.
This process involves several approximations: wave energy by the solutions of the
Liouville equations, Liouville by Fokker-Planck, and, lastly, Fokker-Planck to spatial
diffusion. Can we have a direct estimate for the approximation of the wave energy
by the solution of the spatial diffusion equation? For that we would need each of
the approximations above to come with an error bound. And, indeed, the last two
do have error bounds as described in the preceding sections. On the other hand,
the the Liouville equations for the Wigner transform come without error bounds,
and, actually, the limit is just weak.

In order to overcome this problem we introduce the Wigner transform of a mix-
ture of states. It is defined as follows: consider a family of functions fε(x, ζ) and
set

Wε(x, k) =

∫
eik·yfε(x−

εy

2
; ζ)f∗ε (x+

εy

2
; ζ)

dydµ(ζ)

(2π)d
.

The family fε depends on an additional “state” parameter ζ ∈ S, where S is a state
space equipped with a non-negative bounded measure dµ(ζ). One should think
of µ as having a non-trivial support so that the “mixture of states” is, indeed, a
mixture. Typically this amounts to introducing random initial data for fε at t = 0
and taking the expectation of Winger transform with respect to this randomness.
The remarkable fact is that the Wigner transform of a mixture of states may be
much more regular than a “pure” Wigner transform, and converge to its limit in a
much stronger sense [60, 74]. Another context where the mixtures of states arise
naturally is in the time reversal applications.

Let us now be a little more precise on the regime we are talking about. Start
with the wave equation in dimension d ≥ 3

1

c2(x)

∂2φ

∂t2
−∆φ = 0 (4.68)

and assume that the wave speed has the form c(x) = c0 +
√
δc1(x). Here c0 > 0 is

the constant sound speed of the uniform background medium. Rescaling the spatial
and temporal variables x = x′/δ and t = t′/δ we obtain (after dropping the primes)
equation (4.68) with rapidly fluctuating wave speed

cδ(x) = c0 +
√
δc1

(x
δ

)
. (4.69)
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It is convenient to re-write (4.68) as the acoustic system p =
1

c
φt and u = −∇φ:

∂u

∂t
+∇ (cδ(x)p) = 0 (4.70)

∂p

∂t
+ cδ(x)∇ · u = 0.

We will denote for brevity v = (u, p) and assume that the initial data v0(x; ζ) =

(−ε∇φε0, 1/cδφ̇ε0) is an ε-oscillatory and compact at infinity family of functions uni-
formly bounded in L2(Rd) for each “realization” ζ of the initial data. The scale ε of
oscillations is much smaller than the correlation length δ of the medium: ε� δ � 1.
The (d+ 1)× (d+ 1) Wigner matrix of a mixture of solutions of is

W δ
ε (t, x, k) =

∫
Rd×S

eik·yvδε(t, x−
εy

2
; ζ)vδ∗ε (t, x+

εy

2
; ζ)

dydµ(ζ)

(2π)d
.

The non-negative measure dµ has bounded total mass:
∫
S
dµ(ζ) <∞. As we have

discussed in Section 3 for each fixed δ > 0 (and even without introduction of a
mixture of states) one may pass to the limit ε → 0 and show that W δ

ε converges
weakly in S ′(Rd × Rd) to

W̄ δ(t, x, k) = uδ+(t, x, k)b+(k)⊗ b+(k) + uδ−(t, x, k)b−(k)⊗ b−(k), (4.71)

with b±(k) = (k̂/
√

2,±1/
√

2). The scalar amplitudes uδ± satisfy the Liouville equa-
tions:

∂uδ±
∂t

+∇kHδ
± · ∇xuδ± −∇xHδ

± · ∇kuδ± = 0, (4.72)

with H±(x, k) = ±(c0 +
√
δc− 1(x/δ))|k|. Furthermore, Theorem 4.5 implies that

one may pass to the limit δ → 0 in (4.72) and conclude that E
{
uδ±
}

converge to
the solution of

∂ū±
∂t
± c0k̂ · ∇xū± =

d∑
m,n=1

∂

∂km

(
|k|2Dmn(k̂)

∂ū±
∂kn

)
. (4.73)

Here, the diffusion matrix D(k̂) = [Dmn(k̂)] is given by

Dmn(k̂) =
1

2

∫ ∞
−∞

∂2R(c0sk̂)

∂xn∂xm
ds, (4.74)

where R(x) is the covariance function of c1: E {c1(y)c1(x+ y)} = R(x).
When can we justify the direct passage from W δ

ε to the Fokker-Planck limit ūpm?
For that we need an error bound in the approximation of W δ

ε by W δ. We can do
this in the following regime: let Kµ =

{
(ε, δ) : δ ≥ | ln ε|−2/3+µ

}
, with 0 < µ < 2/3

and assume that (ε, δ) ∈ Kµ for some µ ∈ (0, 2/3). From now on, µ is a given fixed
number in (0, 2/3).

We assume that the initial Wigner transform W δ
ε (0, x, k) is uniformly bounded

in L2(Rd × Rd) and

W δ
ε →W0 strongly in L2(Rd × Rd) as Kµ 3 (ε, δ)→ 0. (4.75)

This is possible because we are considering mixtures of states, We also assume that
W0 ∈ Cc(Rd × Rd) with a support that satisfies

supp W0(x, k) ⊆ X =
{

(x, k) : |x| ≤ C, C−1 ≤ |k| ≤ C
}
. (4.76)
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Note that (4.75) may not hold for a pure state since ‖W̃ε‖2 = (2πε)−d/2‖fε‖22 (see
[60]). We also assume that W0 has the form

W0(x, k) = u0
+b+ ⊗ b+ + u0

−b− ⊗ b− (4.77)

We have the following approximation theorem.

Theorem 4.6. Under the above assumptions, we have

‖W δ
ε (t)−W δ(t)‖2 ≤ C(δ)ε‖W0‖H3(R2d)eCt/δ

3/2

+ ‖W δ
ε (0)−W0‖2, (4.78)

where C(δ) is a rational function of δ with deterministic coefficients that may depend
on the constant C > 0 in the bound (4.76) on the support of W0.

This theorem allows us to pass from the wave energy for mixture of states to the
Fokker-Planck limit, and then to the diffusive limit, using Theorems 4.5 and 4.4.
For instance, we have the following result. Let

W̄ (t, x, k) = ū+(t, x, k)b+(k)⊗ b+(k) + ū−(t, x, k)b−(k)⊗ b−(k). (4.79)

The functions ū± satisfy the Fokker-Planck equation (4.73) with initial data u0
± as

in (4.77).

Theorem 4.7. Let S(·) ∈ L2(Rd) be a test function, and define the moments

sδε(t, x) =

∫
W δ
ε (t, x, k)S(k)dk and s̄(t, x) =

∫
W̄ (t, x, k)S(k)dk,

where W̄ is given by (4.79). Then for each t > 0 we have

E
{∫
|sδε(t, x)− s̄(t, x)|2dx

}
→ 0 (4.80)

as Kµ 3 (ε, δ)→ 0.

Theorem 4.7 contains two results: first, it gives an approximation of the phase
space wave energy by the solution of the Fokker-Planck equation. Second, it means
that the moments sδε converge in probability to a deterministic limit. That is,
the locally averaged wave energy density is, actually, not random in the regime of
random geometric optics after propagation over long distances. The effect of the
random medium is not at all small – it is reflected in the diffusion coefficient in
the Fokker-Planck equation, but the energy density still does not depend on the
particular details of the realization of the random medium.

5. Radiative transport regime for the Schrödinger equation.

5.1. The radiative transport limit. The radiative transport regime for the
weakly random Schrödinger equation arises as follows. Consider the Schrödinger
equation

i
∂φ

∂t
+

1

2
∆φ−

√
εV (x)φ = 0. (5.1)

Here V (x) is a mean-zero spatially statistically homogeneous random field, and
ε � 1 is a small parameter measuring the strength of random fluctuations. As in
the case of a particle in a random velocity field, and for weakly random Hamiltonian
systems that we have considered in the previous sections, weak randomness will
produce a non-trivial effect on time scales of the order t ∼ O(ε−1), and distances
of the order l ∼ O(ε−1). We rescale accordingly (5.1) and arrive at

iε
∂φε
∂t

+
ε2

2
∆φε −

√
εV
(x
ε

)
φε = 0. (5.2)
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The initial data is now of the form φε(0, x) = φ0(x/ε) but we will assume more
generally that φε(0, x) is an ε-oscillatory family, as we have discussed in Section 3.
We will discuss in Section 5.2 what kind of behavior one should expect for φε itself
but here we first concentrate on what happens to the wave energy density. As in
the previous situations we have considered, a convenient tool to analyze the wave
energy density is by means of the Wigner transform

Wε(t, x, k) =

∫
eik·yφε(t, x−

εy

2
)φ̄ε(t, x+

εy

2
)
dy

(2π)d
. (5.3)

A formal asymptotic analysis. In order to understand what we can expect as a limit
for Wε(t, x, k) consider the evolution equation for the Wigner transform:

∂Wε

∂t
+ k · ∇xWε =

1

i
√
ε

∫
eip·x/εV̂ (p)

[
Wε(k −

p

2
)−Wε(k +

p

2
)
] dp

(2π)d
. (5.4)

As usual, we introduce a formal asymptotic expansion

Wε(t, x, k) = W̄ (t, x, k) +
√
εW1(t, x,

x

ε
, k) + εW2(t, x,

x

ε
, k) + . . . ,

with a deterministic leading order term W̄ (t, x, k) and Wk(t, x, z, k) random and
stationary in z variable for all k ≥ 1. Inserting this expansion into (5.4) gives in
the leading order, with the fast variable z = x/ε, and a small parameter θ � 1 that
we will send to zero later,

k · ∇zW1 + θW1 =
1

i

∫
eip·zV̂ (p)

[
W̄ (k − p

2
)− W̄ (k +

p

2
)
] dp

(2π)d
.

Since W̄ is independent of z, we have, for the Fourier transform of W1 in z:

Ŵ1(t, x, p, k) =
V̂ (p)

(−k · p+ iθ)

[
W̄ (k − p

2
)− W̄ (k +

p

2
)
]
. (5.5)

The next order terms give

∂W̄

∂t
+k ·∇xW̄ +k ·∇zW2 =

1

i

∫
eip·zV̂ (p)

[
W1(k − p

2
)−W1(k +

p

2
)
] dp

(2π)d
. (5.6)

We take the expectation above, with the assumption that E(k · ∇zW2) = 0, that is
consistent with stationarity of W2 in the z variable, to get

∂W̄

∂t
+ k · ∇xW̄ =

1

i

∫
eip·zE

{
V̂ (p)

[
W1(k − p

2
)−W1(k +

p

2
)
]} dp

(2π)d
. (5.7)

After substituting from (5.5) we conclude that the right hand side of (5.7) equals

1

i

∫
ei(p+q)·zE

[
V̂ (p)V̂ (q)

] dpdq

(2π)2d

×
[
W̄ (k − p/2− q/2)− W̄ (k − p/2 + q/2)

(−(k − p/2) · q + iθ)
− W̄ (k + p/2− q/2)− W̄ (k + p/2 + q/2)

(−(k + p/2) · q + iθ)

]
.
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Using the relation E
[
V̂ (p)V̂ (q)

]
= (2π)dR̂(p)δ(p+ q) we transform this expression

into

1
i

∫
R̂(p)

[
W̄ (k)− W̄ (k − p)
(k − p/2) · p+ iθ

+
W̄ (k)− W̄ (k + p)

(k + p/2) · p+ iθ

]
dp

(2π)d

= 1
i

∫
R̂(p)[W̄ (k)− W̄ (k − p)]

[
1

(k − p/2) · p+ iθ
− 1

(k − p/2) · p− iθ

]
dp

(2π)d

=

∫
R̂(p)[W̄ (k − p)− W̄ (k)]

2θ

[(k − p/2) · p]2 + θ2

dp

(2π)d

→
∫
R̂(k − p)[W̄ (p)− W̄ (k)]δ

(
|k|2

2
− |p|

2

2

)
dp

(2π)d−1
,

as θ → 0. We obtain therefore that W̄ (t, x, k) satisfies the radiative transport
equation

∂W̄

∂t
+ k · ∇xW̄ =

∫
R̂(k − p)[W̄ (p)− W̄ (k)]δ

(
|k|2

2
− |p|

2

2

)
dp

(2π)d−1
. (5.8)

Rigorous convergence result. The rigorous justification of the radiative transport
limit was first obtained by H. Spohn in [74], for short (but independent of ε) times
by using diagrammatic expansions. This method was improved by L. Erdös and
H.T. Yau in [37]. The result is as follows. Assume that V (x) is a spatially sta-
tistically homogeneous random field of mean zero, and with a sufficiently smooth
and rapidly decaying two-point correlation function R(x). Let φε(0, x) be an ε-
oscillatory, compact at infinity family. Then E(Wε(t, x, k)) converges as ε → 0,
weakly in S ′(R2d), to the solution of the radiative transport equation (5.8).

We will discuss some aspects of the diagrammatic expansions in Section 5.2 but
only in the simpler situation of time-dependent potentials. This avoid most of the
technical difficulties of the proof in [37], and we refer the reader to that paper for
details.

5.2. Limits for the wave function. Let us now consider solutions of the
Schrödinger equation

i
∂φ(t, x)

∂t
+

1

2
∆φ(t, x)−

√
εV (t, x)φ(t, x) = 0, x ∈ Rd, (5.9)

φ(0, x) = φ0(x),

with a time-dependent random potential V (t, x) in the spatial dimension d ≥ 2.
(Most of the results presented in this paper in the setting of time dependent poten-
tials also extend to dimension d = 1 while the results obtained for time-independent
potentials do not because of wave localization effects. To avoid confusion, we there-
fore restrict ourselves to the case d ≥ 2.) The goal of the present section is to un-
derstand the behavior of φ(t, x) itself after propagation over long distances, rather
than for the Wigner transform.

As usual, we recast (5.9) as an equation for the rescaled function φε(t, x) =
φ(t/ε, x/ε):

iε
∂φε
∂t

+
ε2

2
∆φε −

√
εV (

t

ε
,
x

ε
)φε = 0, (5.10)

φε(0, x) = φ0(x/ε).



KINETIC LIMITS FOR WAVES IN A RANDOM MEDIUM 65

In particular, we have φ̂ε(0, ξ) = εdφ̂0(εξ). We assume that the spatial power
spectrum has the form

R̃(t, k) = e−g(k)|t|R̂(k), (5.11)

where R̂(k) ∈ L1(Rd), and

R̃(t, k) =

∫
e−ik·xR(t, x)dx.

The space-time power energy spectrum is then

R̂(ω, k) =
2g(k)R̂(k)

ω2 + g2(k)
. (5.12)

In order to formulate the main result let

D(p, ξ) =
2R̂(p)

(2π)d[g(p)− i(ξ · p− |p|2/2)]
(5.13)

and

D(ξ) =

∫
D(p, ξ)dp = 2

∫
R̂(p)

g(p)− i(ξ · p− |p|2/2)

dp

(2π)d
. (5.14)

Let also

LF (ξ) :=

∫
D(p, ξ)[F (p)− F (ξ)]dp, (5.15)

and Ŵ (t, ξ) be the solution of the equation{
∂tŴ (t, ξ) = LŴ (t, ξ),

Ŵ (0, ξ) = |φ̂0(ξ)|2.
(5.16)

Note that (5.16) is simply the integrated in x form of the radiative transport equa-
tion.

Theorem 5.1. Assume that V (t, x) is a spatially homogeneous mean-zero Gaussian
random field with the two-point correlation function R(t, x) and the spatial power

spectrum R̃(t, k) of the form (5.11) with∫
R̂(p)dp

g(p)
< +∞. (5.17)

Define

ζ̂ε(t, ξ) =
1

εd
φ̂ε(t, ξ/ε)e

i|ξ|2t/(2ε), (5.18)

where φε(t, x) is the solution of (5.10). Then, for each t ∈ R and ξ ∈ Rd fixed,

ζ̂ε(t, ξ) converges in law, as ε→ 0, to

ζ̂(t, ξ) = e−tDξ/2φ̂0(ξ) + Z(t, ξ) (5.19)

Here Z(t, ξ) is a centered, complex valued Gaussian random variable, whose variance
equals

E|Z(t, ξ)|2 = Ŵ (t, ξ)− e−tReDξt|φ̂0(ξ)|2.

Let us recall that a random variable Z = X+ iY is a centered complex Gaussian
if X and Y are mean-zero Gaussian independent random variables with E(X2) =
E(Y 2).

Note that Theorem 5.1 implies, in particular, that E
{
|ζ̂(t, ξ)|2

}
= Ŵ (t, ξ) is the

solution of (5.16), as would be expected from the usual kinetic theory for waves.
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However, this theorem gives a much more precise information on the limit of the

whole random field ζ̂ε(t, ξ) and not just its second absolute moment. It would be
very interesting to obtain a similar result for time-independent potentials, but that
would be a much more difficult problem.

5.3. Convergence of the expectation of the wave function. We will not
present the full proof of Theorem 5.1 here but rather describe the proof of the
convergence

E(ζ̂ε(t, ξ))→ e−tDξ φ̂0(ξ), (5.20)

as this will allow us to introduce at least some (simpler) aspects of the diagrammatic
techniques.

The Duhamel expansion. We re-write (5.10) as an integral in time equation

φ̂ε(t, ξ) = φ̂0(ξ)e−iε|ξ|
2t/2 + 1

i
√
ε

∫ t

0

∫
V̂ (s1/ε,dp1)

(2π)d

×φ̂ε(s1, ξ − p1
ε )e−iε|ξ|

2(t−s1)/2ds1.

Hence, the function ζ̂ε(t, ξ) solves

ζ̂ε(t, ξ) = φ̂0(ξ) +
1

i
√
ε

∫ t

0

∫
V̂ (s1/ε, dp1)

(2π)d
ζ̂ε(s1, ξ − p1)ei(|ξ|

2−|ξ−p1|2)s1/(2ε)ds1,

(5.21)

as ζ̂(0, ξ) = φ̂0(ξ). Iterating (5.21) leads to an infinite series expansion for ζ̂ε(t, ξ):

ζ̂ε(t, ξ) =

∞∑
n=0

ζ̂εn(t, ξ), (5.22)

with the individual terms of the form

ζ̂εn(t, ξ) =
[

1
i
√
ε(2π)d

]n ∫
∆n(t)

ds(n)

∫
V̂ ( s1ε , dp1) . . . V̂ ( snε , dpn)

×φ̂0(ξ − p1 − · · · − pn)eiGn(s(n),p(n))/ε,

(5.23)

with the phase

Gn(s(n),p(n)) =

n∑
k=1

(|ξ − p1 − · · · − pk−1|2 − |ξ − p1 − · · · − pk|2) sk2

= An(s(n),p(n))−Bn(s(n),p(n)).

Here we use the notation p0 = 0, s(n) = (s1, . . . , sn) ∈ Rn, p(n) = (p1, . . . , pn) ∈
Rnd, so that ds(n) = ds1ds2 . . . dsn. We have also split the phase into

An(s(n),p(n)) =

n∑
m=1

(ξ · pm)sm, Bn(s(n),p(n))

=

n∑
m=1

smpm ·
(∑m−1

j=1 pj

)
+ 1

2

n∑
m=1

sm|pm|2.
(5.24)

Finally, ∆n(t) denotes the time simplex

∆n(t) = {(s1, s2, . . . , sn) : 0 ≤ sn ≤ sn−1 ≤ · · · ≤ s1 ≤ t}.
The next proposition shows that the series (5.22) converges almost surely and,
moreover, one can take the expectation term-wise for ε > 0 fixed. This allows us to

work with term-wise estimates for each E(ζ̂nε ) separately.
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Proposition 5.2. (i) The series (5.22) for the function ζ̂ε(t, ξ) converges almost
surely for all values of γ, ε ∈ (0, 1] and φ0 ∈ C∞c (Rd). (ii) Moreover, for each
(t, ξ) ∈ R1+d fixed, we have

Eζ̂ε(t, ξ) =

∞∑
n=0

Eζ̂εn(t, ξ). (5.25)

Proof. We may assume without loss of generality that ε = 1. Using an elementary
result from analysis the conclusion of the lemma follows, provided we can show that∑∞
n=0[E|ζ̂εn(t, ξ)|2]1/2 < +∞.
Note that

E|ζ̂εn(t, ξ)|2 = 1
(2π)2nd

∫
∆n(t)

ds(n)

∫
∆n(t)

ds̃(n)

∫
E

[
n∏
k=1

V̂ (sk, dpk)

n∏
k=1

V̂ ∗(s̃k, dp̃k)

]

×φ̂0(ξ −
n∑
j=1

pj)φ̂
∗
0(ξ −

n∑
j=1

p̃j)e
iGn(s(n),p(n))e−iGn(s̃(n),p̃(n))

for some constant C > 0 independent of n. The random elements {V̂ (sk, dpk),

V̂ ∗(s̃l, dp̃l), k.l = 1. . . . , d} are jointly Gaussian. The moment of a product of an
even number of Gaussians {Xi, i = 1, . . . , 2n} can be computed according to the
formula

E

[
2n∏
i=1

Xi

]
=
∑
(i,j)

E [XiXj ] .

The summation extends over all partitions of the set {1, . . . , 2n} into two element
subsets (i, j) - the so called pairings. We use the relations

E
[
V̂ (sk, dpk)V̂ (s̃,dp̃l)

]
= e−g(pk)|sk−sl|R̂(pk)δ(pk + pl)dpkdpl (5.26)

and V̂ ∗(s, dp) = V̂ (s,−dp) (because the potential is real valued).
Since there are (2n− 1)!! pairings of {1, . . . , 2n} and

|E
[
V̂ (sk, dpk)V̂ (s̃,dp̃l)

]
| ≤ R̂(pk)δ(pk + pl)dpkdpl

we conclude that the right hand side of (5.26) is estimated by

tn(2n− 1)!!

n!2(2π)2nd

[∫
R̂(dp)

]n
‖φ̂0‖2∞ ≤

Cn

n!

for some constant C > 0 independent of n and the conclusion of the proposition
follows. �

Convergence of the expectation E(ζ̂ε(t, ξ)). We now prove (5.20). The initial step
in the proof is the following uniform bound for the individual terms of (5.25).

Proposition 5.3. For all T > 0, n ≥ 0 and all ξ ∈ Rd \ {0} there exists a constant
C(T ) such that

sup
t∈[0,T ]

|Eζ̂εn(t, ξ)| ≤ Cn(T ; ξ)

n!
(5.27)

for all ε ∈ (0, 1].

As a consequence, we may interchange the limit ε ↓ 0 and the summation in n.
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Corollary 5.4. We have

lim
ε↓0

Eζ̂ε(t, ξ) =

∞∑
n=0

lim
ε↓0

Eζ̂εn(t, ξ), (5.28)

for all t ∈ R and ξ ∈ Rd \ {0}.

Next, we identify the limit of the individual terms in the right side of (5.28).

Proposition 5.5. We have Eζ̂εn(t, ξ) = 0 when n is odd and

lim
ε↓0

Eζ̂ε2n(t, ξ) =
1

n!

(
−tD(ξ)

2

)n
φ̂0(ξ) (5.29)

for all n ≥ 0, t ∈ R and ξ 6= 0.

This together with (5.28) implies convergence of the expectation in (5.20). We
will only present the proof of Proposition 5.5 that shows how the diagrams are
summed.

Proof of Proposition 5.5. Let us introduce some terminology: the pairing (1, 2), . . . , (2n−
1, 2n) shall be called a time-ordered pairing. For a given pairing F we let

Iε(t;F) :=

∫
∆2n(t)

ds(2n)

∫
dp(2n)

∏
(k,l)∈F

e−g(pk)|sk−sl|/εδ(pk + pl)R̂(pk). (5.30)

One can verify that

I(F) = lim sup
ε↓0

sup
t∈[0,T ]

ε−nIε(t;F) < +∞, (5.31)

for any pairing F . We will now show that I(F) = 0 if F is not a time-ordered
pairing, and then identify the actual limit of ε−nIε(F) for the time-ordered pairings
completing the proof of Proposition 5.5. We start with non time-ordered pairings.

Lemma 5.6. Suppose that F is not a time-ordered pairing. Then,

lim
ε↓0

sup
t∈[0,T ]

ε−nIε(t;F) = 0, (5.32)

for any T > 0.

Proof. We will verify the statement of the lemma only for n = 2, the general case
is done by induction [9]. We have to consider then two pairings F1 = {(1, 3), (2, 4)}
and F2 = {(1, 4), (2, 3)}. Start with the first one. Suppose that κ ∈ (0, 1) and
consider the sets of the following times: A1 = [|s1− s3| ≥ εκ] and A2 = [|s2− s4| ≥
εκ], as well as A3 = Ac1 ∪Ac2. Consider the expressions

Ii(ε) =

∫
∆4(t)∩Ai

ds1 . . . ds4

∫
dp1dp2 exp−[g(p1)(s1 − s3)

+g(p2)(s2 − s4)]/εR̂(p1)R̂(p2),

for i = 1, 2, 3, then

Iε(t;F1) ≤
3∑
i=1

Ii(ε).
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We will see that I1(ε) and I2(ε) are small because the integrand is exponentially
small in ε, while I3(ε) vanishes because the domain of integration is small. Indeed,
observe that

I1(ε) ≤
∫ t

0

∫ t

0

ds1ds3

∫
R

∫
R
ds2ds4

∫
dp1dp2e

−εκ−1g(p1)/2

e−[g(p1)|s1−s3|+g(p2)|s2−s4|]/(2ε)R̂(p1)R̂(p2)

= (2tε)2

∫
e−ε

κ−1g(p1)/2 R̂(p1)dp1

g(p1)

∫
R̂(p2)dp2

g(p2)

and it follows from the Lebesgue dominated convergence theorem that

lim
ε↓0

sup
t∈[0,T ]

ε−2I1(ε) = 0. (5.33)

Similarly one can prove that (5.33) holds for I2(ε). On the other hand, we note
that if 0 ≤ s1 − s3 ≤ εκ and 0 ≤ s2 − s4 ≤ εκ (so that (s1, s2, s3, s4) ∈ A3) then
(since 0 ≤ s3 ≤ s2), we have 0 ≤ s1 − s4 ≤ 2εκ as well. Hence,

I3(ε) ≤ Ctε3κ

and (5.33) follows for I3(ε), provided that κ > 2/3. We have shown in this way that

lim
ε↓0

sup
t∈[0,T ]

ε−2I(t;F1) = 0.

A similar argument also yields an analogous statement for I(t;F2). �

The contribution of the time-ordered pairings. The last step in the proof of Proposi-
tion 5.5 is to consider the contribution of the time-ordered pairings. We have shown
so far that

lim
ε↓0

Eζ̂ε2n(t, ξ) = Jn(t, ξ), (5.34)

where

Jn(t, ξ) = φ̂0(ξ) lim
ε↓0

(−1)n

[ε(2π)d]n

∫
∆2n(t)

ds(2n)

∫
dp(2n)

n∏
k=1

R̂(p2k−1)δ(p2k−1 + p2k)

×e−g(p2k−1)(s2k−1−s2k)/ε exp
{
iGn(s(2n),p(2n))/ε

}
where Gn(s(2n),p(2n)) is given by (5.24). For the time-ordered pairing, taking

into account the delta-functions, we have

Gn(s(2n),p(2n)) =

n∑
m=1

[
ξ · p2m−1 −

1

2
|p2m−1|2

]
(s2m−1 − s2m).

Hence, (5.35) can be written as

Jn(t, ξ) = φ̂0(ξ) lim
ε↓0

(−1)n

[ε(2π)d]n

∫
∆2n(t)

ds(2n)

∫
dp(2n)

n∏
k=1

R̂(p2k−1)

×δ(p2k−1 + p2k)e−Q(p2k−1)(s2k−1−s2k)/ε,

(5.35)

with

Q(p) = g(p)− i
(
ξ · p− 1

2
|p|2
)
.
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Changing variables s′2m = (s2m−1 − s2m)/ε we obtain, after dropping the primes:

Jn(t, ξ) = φ̂0(ξ) lim
ε↓0

(−1)n

(2π)nd

∫ t

0

ds1

∫ s1/ε

0

ds2

∫ s1−εs2

0

ds3 . . .

∫ s2n−3−εs2n−2

0

ds2n−1∫ s2n−1/ε

0

ds2n

∫
. . .

∫ n∏
k=1

R̂(p2k−1)dp2k−1

n∏
k=1

e−Q(p2k−1)s2k .

(5.36)

One can now compute the limit in (5.36):

Jn(t, ξ) = φ̂0(ξ)
(−1)n

(2π)nd

∫ t

0

ds1

∫ s1

0

ds3 . . .

∫ s2n−3

0

ds2n−1

×
∫
. . .

∫ n∏
k=1

R̂(p2k−1)

Q(p2k−1)
dp2k−1

= φ̂0(ξ)
(−1)ntn

(2π)ndn!

(∫
R̂(p)

Q(p)
dp

)n
= φ̂0(ξ) (−tD(ξ))n

2nn! ,

where D(ξ) is given by (5.14). This completes the proof of Proposition 5.5. �
Remark. This is the simplest example of summation of diagrams in such a con-

text. Rapid time decorrelation made the contribution of non-time-ordered diagrams
small in a particularly simple way. In the more difficult case when the medium is
time-independent they are still small, but only because of the oscillatory phase, that
we have completely discarded here. A careful estimation of the contribution of the
oscillatory phase is much more delicate [37] than in the case discussed here.

5.4. A simplified model: Itô-Schrödinger. The simplest route to radiative
transfer models starts with (heavily) simplifying the wave model. In the paraxial
approximation to acoustic wave equations and under some additional assumptions,
we model wave propagation as the following stochastic partial differential equation,
called the Itô-Schrödinger equation1:

dψη(z, x) =
1

2

(
iη∆x −R(0)

)
ψη(z, x)dz + iψη(z, x)B

(x
η
, dz
)
. (5.37)

Here, η > 0 and B(x, z) is a Wiener process, defined over a probability space
(Ω,F ,P), whose covariance function equals

E{B(x, z)B(y, z′)} = R(x− y)z ∧ z′, (5.38)

where E is mathematical expectation corresponding to P, z ∧ z′ = min(z, z′) and
R(x) is the covariance function of the random medium. A rigorous passage from the
wave equation to (5.37) can be found in [1] when d = 2 and in stratified media. Here,
we simply adopt it as a simplified model. Note that z ∈ R and x ∈ Rd−1 are both
spatial variables (this is a one-frequency equation) but z being the predominant
direction of propagation plays the role of “time” in the Schrödinger equation, hence
the random potential in (5.37) is “white in time”.

1Here we will denote the small parameter by η rather than ε, to avoid confusion with the
symbol ε that will be reserved for quantities taking values ±.
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5.4.1. A kinetic model. The radiative transfer equations in the Itô-Schrödinger
regime are obtained in the high-frequency asymptotics of (5.37). The appropri-
ate tool in the analysis of such equations is, as usual, the Wigner transform of the
wave function, defined as

Wη[ψη](z, x, k) = Wη(z, x, k) =
1

(2π)d

∫
Rd
eik·yψη

(
z, x− ηy

2

)
ψη

(
z, x+

ηy

2

)
dy.

(5.39)
The main result is the following: under appropriate conditions on the initial con-

dition ψ0
η, the ensemble average of the Wigner transform aη := E{Wη} converges

weakly to the solution a of the following radiative transfer equation (or linear Boltz-
mann equation):( ∂

∂z
+ k · ∇x +R0 −Q

)
a(z, x, k) = 0, a(0, x, k) = a0(x, k), (5.40)

where a0 is the limit of the ensemble average of the Wigner transform of the initial
condition ψ0

η, R0 := (2π)dR(0) and the scattering operator Q acts as

(Qa)(z, x, k) =

∫
Rd
R̂(k − k′)a(z, x, k′)dk′.

Here, R̂ denotes the Fourier transform of R with the convention

R̂(k) =

∫
Rd
e−ik·xR(x)dx.

Since R(x) is a correlation function, R̂(k) is non-negative by Bochner’s theorem.
The derivation of (5.40) from the Itô-Schrödinger equation (5.37) is immediate since
moments of the wavefunction satisfy closed-form equations – this is a huge advan-
tage of the Itô-Schrödinger model. Starting from (5.37) and writing the stochastic
equation for the Wigner transform, an application of the Itô formula yields that aη
solves (5.40) with an initial condition aη0 := E{Wη[ψ0

η]}, see for instance [69]. It
then suffices to pass to the limit in the initial condition to obtain the convergence
of aη to a. This eliminates the complexity of the derivation of the kinetic limit
and allows us to consider other non-trivial issues related to the kinetic limit: its
statistical stability, error estimates and so on.

The above kinetic equation is similar to the radiative transfer equation we have
discussed for a time-independent random potential for the Schrödinger equation
but the scattering operator is now replaced by R0−Q. The main difference is that
scattering is not elastic as |k| is not preserved through scattering. This leads to a
very different qualitative behavior for solutions in the long time limit.

5.4.2. Self-averaging for the Itô-Schrödinger model. In the Itô-Schrödinger regime,
the convergence of Wη to its average can be made precise so as to obtain information
on the rate of convergence or on the size of the averaging domain that is needed to
obtain statistical stability (typically the size of the support of the test function ϕ).
This is rendered possible by the fact that the scintillation function Jη (or covariance
function), defined as

Jη(z, x, k, y, p) = E{Wη(z, x, k)Wη(z, y, p)}−E{Wη(z, x, k)}E{Wη(z, y, p)}, (5.41)

solves the closed-form equation( ∂
∂z

+ T2 + 2R0 −Q2 −Kη
)
Jη = Kηaη ⊗ aη, (5.42)
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equipped with vanishing initial conditions Jη(0, x, k, y, p) = 0 when the initial con-
dition of the Schrödinger equation is deterministic. This is, once again, obtained
by an application of the Itô formula, see [2]. Here, we have defined

T2 = k · ∇x + p · ∇y,

Q2h =

∫
R2d

[
R̂(k − k′)δ(p− p′) + R̂(p− p′)δ(k − k′)

]
h(x, k′, y, p′)dk′dp′,

Kηh =
∑

εi,εj=±1

εiεj

∫
R2d

R̂(u)ei
(x−y)·u

η h
(
x, k + εi

u

2
, y, p+ εj

u

2

)
du.

(5.43)

Above, δ is the Dirac delta-function. The analysis of (5.42) and of the highly oscillat-
ing operator Kη shows that Jη converges weakly to zero, which implies convergence
of Wη in probability thanks to the Chebyshev inequality

P
(
|〈Wη(z), ϕ〉 − 〈aη(z), ϕ〉| ≥ ε

)
≤ 1

ε2
〈Jη(z), ϕ⊗ ϕ〉,

with ϕ ⊗ ϕ(x, k, y, p) := ϕ(x, k)ϕ(y, p). Note that convergence is obtained weakly
in space. We do not expect to obtain convergence point-wise in space as the energy
density needs to be averaged over an area that is large compared to the wavelength.
Precisely, over how large an array the energy needs to be averaged to be self-
averaging also depends on the structure of the initial condition and is treated in
detail in the following section.

5.4.3. Main results on self-averaging. To be consistent with the usual notation for
the time-dependent Schrödinger equation, we relabel the variable z as t. We as-
sume that the initial condition ψ0

η is deterministic (i.e., independent of the ran-

dom medium) and uniformly bounded with respect to η in L2(Rd). We assume

that our random medium has sufficiently short range correlations so that R̂ ∈
L1(Rd)∩L∞(Rd). In such a setting, it is proved in [33] that (5.37) admits a unique
solution ψη(t, x, ω) ∈ C0([0,∞), L2(Rd)), P a.e., such that

‖ψη(t, ·)‖L2(Rd) ≤ ‖ψ0
η‖L2(Rd) ≤ C, ∀ t ≥ 0,

with probability one for some constant C independent of η. Moreover, we assume
that ψ0

η is deterministic so, in consequence, ψη admits moments of arbitrary order so
that its Wigner transform and related scintillation function are well-defined. Also
aη0 := E{Wη[ψ0

η]} = Wη[ψ0
η], where Wη is defined in (5.39).

Let Faη0 be the Fourier transform of aη0 in both variables x and k, and Fxaη0

(resp. Fkaη0) be its partial Fourier transform with respect to x (resp. k). Two
important quantities are the L1 norms of Fxaη0 and Fkaη0. Denoting by a . b the
inequality a ≤ Cb, where C > 0 is some universal constant, this leads us to make
the following hypotheses on aη0:

Hypotheses H: F∇pxaη0 ∈ L∞(R2d), Fx∇pxaη0 ∈ L1(R2d), Fk∇pxaη0 ∈ L1(R2d),
for p = 0 or 1 (with the convention that ∇0

xaη0 := aη0) with the following estimates,
for 0 ≤ α ≤ 1 and 0 ≤ β ≤ 1:

‖F∇xaη0‖L∞(R2d) . η
−α,

‖Fx∇pxaη0‖L1(R2d) . η
−(d+p)α and ‖Fk∇pxaη0‖L1(R2d) . η

−dβ−pα.



KINETIC LIMITS FOR WAVES IN A RANDOM MEDIUM 73

For instance, when ψ0
η ∈ S(Rd), it follows from

Fxaη0(u, p) = 1
ηd
Fψη0

(
p
η + u

2

)
Fψη0

(
p
η −

u
2

)
,

Fkaη0(x, ξ) = ψη0

(
x+ η

2 ξ
)
ψη0

(
x− η

2 ξ
)
,

that F∇pxaη0 ∈ L∞(R2d), Fx∇pxaη0 ∈ L1(R2d), and Fk∇pxaη0 ∈ L1(R2d) for p = 0
or 1, though the norms are not bounded uniformly in η. The relevance of the above
hypothesis is better explained by looking at the following examples.
Typical initial conditions. Let us consider initial conditions ψη(x, 0) oscillating
at frequencies of order η−1 and with a spatial support of size ηα for 0 ≤ α ≤ 1. The
parameter α quantifies the macroscopic concentration of the initial condition. The
simplest example is a modulated plane wave of the form:

ψ(1)
η (x) =

1

η
dα
2

χ
(x− x0

ηα

)
ei

(x−x0)·k0
η , (5.44)

where χ ∈ S(Rd). The direction of propagation is given by k0. Note that the above
sequence of initial conditions is indeed uniformly bounded in L2(Rd), and that the
corresponding Wigner transform is

aη0(x, k) =
1

ηd
a0

(
x− x0

ηα
,
k − k0

η1−α

)
, (5.45)

where a0(x, k) is the Wigner transform of the rescaled initial condition ψ
(1)
1 . Such

an initial condition then satisfies hypotheses H with β = 1 − α. The parameter α
measures the concentration of the initial conditions in the spatial variables while
β measures that in the momentum variables. We restrict α and β to be less than
one to ensure that η−1 is the highest frequency in the problem. Allowing for higher
frequencies while still considering a Wigner transform at the frequency η−1 will
lead to vanishing limiting Wigner transforms and would be of little interest for then
energy is lost when passing to the limit, see e.g. [43, 60].

As another example of initial conditions, consider

ψ(2)
η (x) =

1

η
(d−1)α+1

2

χ
( x
ηα

)
J0

( |k0||x|
η

)
, (5.46)

where J0 is the order 0 Bessel function of the first kind. Such an initial condition
is supported in the Fourier domain in the vicinity of wavenumbers k such that

|k| = |k0| so that ψ
(2)
η emits radiation isotropically at wavenumber |k0|; see [13, 14]

for more details. We again verify that the above sequence of initial conditions is
indeed uniformly bounded in L2(Rd) and satisfies H with α = 1 − β. For this, we
use that J0(z) = (2/πz)1/2 cos(z − π

4 ) +O(z−3/2) (p. 227 of [46]) and the fact that
∇xaη0 is the Wigner transform of

1

η
(d−1)α+3

2

(∇χ)
( x
ηα

)
J0

( |k0||x|
η

)
,

since J0(|x|) = J0(−|x|) so that the gradients of J0(|x|) and J0(|x|) cancel in the
computation.

Since the scintillation function Jη is itself oscillatory, the limit depends at which
scale it is measured. We thus define localized test functions of the form:

ϕη,s1,s2(x, k) =
1

ηd(s1+s2)
ϕ
( x

ηs1
,
k − k1

ηs2

)
, (5.47)
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where (s1, s2) ∈ R2 and k1 ∈ Rd and ϕ ∈ S(R2d). We do not optimize the con-
vergence rates as a function of s1 and s2 so as to obtain statistical stability for
averaging domains as small as possible. We refer to [15] for such results, where it is
shown for instance that for initial conditions with large support, that is for α = 0,
then we only need s1 < 1 to obtain statistical stability, which amounts to averaging
the energy density over a domain of typical size η1−δ, with δ > 0.

Denote

γd := d(1− α)− 2d(s1 + s2), κ := 2(1− α)− s1 − s1 ∨ s2 + (α− β) ∨ 0,

χd := 1− β + ((α− β) ∨ 0) ∧ ((d− 1)(1− α− β) + α), χ2 := 1 + α− 2β.

We shall also write that f1(η) . f2(η) if there exists C > 0 such that f1(η) ≤ Cf2(η)
for all η ∈ (0, 1]. Our first result is the following:

Theorem 5.7. Let d ≥ 2 and assume that hypotheses H are satisfied. Then,
the scintillation function Jη verifies the following estimate, uniformly on compact
intervals:

|〈Jη(t), ϕη,s1,s2 ⊗ ϕη,s1,s2〉| . gd(η),

gd(η) = ηγd+κ ∨ ηχd , d ≥ 3,

g2(η) = ηγ2+κ ∨
[
ηχ2(1 + | log ηα−β |) ∧ 1

]
.

Here, 〈·, ·〉 denotes the S′ − S duality pairing and a ∨ b = max(a, b).

Theorem 5.7 is a refined version of the result of [15]. It can be shown, see Theorem
5.8 below, that the rate of convergence of Jη is optimal when the test function ϕ is
smooth (s1 = s2 = 0) and for initial conditions of the form (5.44). Since the proof
of Theorem 5.7 does not depend on the particular form of the initial conditions,
we expect the rate to be optimal for any initial conditions satisfying hypotheses H,
although we do not have a rigorous proof of such a statement.

Our second result on the convergence of scintillation requires that we first define:

j1
α(t, x, k, y, p) = δ(x− x0 − tk) δ(y − x0 − tp)(∇δ)T (k − k0)Mα(t) (∇δ)(p− k0),

(M
1
2 (t))ij = R̂(0)

∫
Rd
F∂xia0 ⊗ ∂yja0(w, tw,−w,−tw) dw,

(Mα(t))ij = Mij = (M
1
2 (0))ij , 0 ≤ α < 1

2
,

(Mα(t))ij =

∫ ∞
0

(M
1
2 (t))ij dt,

1

2
< α < 1.

The above matrices are well-defined and for 0 ≤ α < 1, we have

|(Mα)ij | ≤ R̂(0)‖F∂yja0‖L∞(R2d)

(
‖Fx∂xia0‖L1(R2d) + ‖Fk∂xia0‖L1(R2d)

)
.

We also need to define

j2
α(t, x, k, y, p) = 2 δ(x− y)

(
σα(t, x, k − k0)δ(p− k)− σα(t, x, p− p0)δ(k − k0)

−σα(t, x, k − k0)δ(p− p0) + δ(k − k0)δ(p− p0)

∫
Rd
σα(t, x, k)dk

)
,
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where the cross section σα depends on the value of α and on the spatial dimension:

σ0(t, x, p) = (2π)d R̂2(p)

∫ t

0

dτe−2R0(t−τ)|Fka0(x− x0 − k0t− (t− τ)
1

2
p,−τp)|2,

σα(t, x, k) = δ(x− x0 − tk0)σα(t, k), α > 0,

σ 1
2
(t, k) = R̂2(k)

∫ ∞
0

∫
Rd
|Fa0(w, tw − τk)|2dwdτ,

σα(t, k) = σ(k) = σ 1
2
(0, k), 0 < α <

1

2
,

σα(t, k) =

∫ ∞
0

σ 1
2
(t, k)dt,

1

2
< α < 1, d ≥ 3,

σα(t, k) = R̂2(k)

∫ ∞
0

∫
Rd
|Fa0(τk, w)|2dwdτ, 1

2
< α < 1, d = 2.

Moreover, σ0 ∈ C0([0, T ], L1(Rd × Rd)), σα(t, k) ∈ L1(R+ × Rd) for 0 < α ≤ 1
2 and

σα(0, k) ∈ L1(Rd) for 1
2 < α < 1.

We define the functional spaces Xp (for 1 ≤ p ≤ ∞), and Z the spaces of
tempered distributions h in S ′(R4d) such that

‖h‖pXp = sup
v,ζ∈Rd

∫
Rd

sup
ξ∈Rd

|Fh(u, ξ, v, ζ)|pdu <∞, 1 ≤ p <∞

‖h‖X∞ = sup
u,ζ,v,ξ∈Rd

|Fh(u, ξ, v, ζ)| <∞,

‖h‖Z = (2π)−4d

∫
R4d

ω(u, ξ, v, ζ)|Fh(u, ξ, v, ζ)|dξdudvdζ <∞,

ω(u, ξ, v, ζ) = (1 + |ξ|+ |ξ||u|+ |u|2)(1 + |ζ|+ |ζ||v|+ |v|2).

Here |u| is the Euclidean norm of the vector u. We denote by Z ′ the dual of Z.
Above, we identified the Fourier transform of the distribution h with the function
Fh.

Then we have the following result for the convergence of the scintillation:

Theorem 5.8. Assume the initial condition ψ0
η has the form (5.44). Then under

the assumptions and notations of Theorem 5.7, we have, for 0 < α < 1,

Jη = η(d+2)(1−α)+(2α−1)∨0 J1
α + ηd(1−α)+α(

[
η2α−1fd(η)

]
∧ 1) J2

α + rη,

where fd = 1 when d ≥ 3 and f2 = 1 + | log ηα−β |, where rη is negligible compared
to the first two terms in the L∞((0, T ),S ′(R4d)) − ∗ topology, and where we have
defined

Jη = ηd J2
0 + rη when α = 0, and Jη = η J1

1 + rη when α = 1.

Here, J1
α ∈ C0([0, T ], Z ′) when α < 1 and J1

1 ∈ C0([0, T ], X∞) and J2
α ∈ C0([0, T ], X∞)

are distributional solutions to the following 4-transport equations,( ∂
∂t

+ T2 + 2R0 −Q2

)
J iα = Siα, J iα(t = 0, ·) = J i,0α . (5.48)

For i = 1, 2, we have Siα = 0 when α > 1
2 and J i,0α = 0 when α ≤ 1

2 , and

Siα = jiα when 0 ≤ α ≤ 1

2
and J i,0α = jiα(0, ·) when

1

2
< α < 1.
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Theorem 5.8 indicates how the statistical instabilities propagate. Depending on
the value of α, either the first term or the second term dominates in the decompo-
sition of Jη. When d ≥ 3, the critical value of α is α? = 2

3 : when α < α?, then the

term involving J2
α is the leading one, while the term involving J1

α dominates when
α > α?; when α = α?, both terms are of the same order. Both J1

α and J2
α satisfy

a 4-transport equation. Depending on whether α ≤ 1
2 or α > 1

2 , the instabilities

are created either by a source term or by an initial condition. J1
α is the most sin-

gular term as the corresponding data in the transport equation are proportional to
delta distributions both in space and momentum (when α < 1) whereas the data
corresponding to J2

α are more regular in the momentum variables. This should be

related to the fact that J1
α is linear with respect to the power spectrum R̂ while J2

α

is proportional to R̂2 so that J1
α corresponds to the simple scattering contribution

to the scintillation while J2
α corresponds to the double scattering and is therefore

more regular. Moreover, when α < α?, the double scattering contribution gives the
leading order, while it is given by the simple scattering when α > α?. It can also
be noticed that higher order scattering terms are negligible in the limit. Let us now
examine the different scenarios depending on the value of α.

Case 0 < α ≤ 1
2 . The initial condition aη0 is more singular in the momentum

variables than in the spatial variables, with comparable singularities when α = 1
2 .

The instabilities are created by the ballistic part of the wave through the source
term j2

α supported at the spatial points x = y = x0 − tk0 with four configurations
for the momentum k and p: (i) k = p, the amplitude of k is given by σ 1

2
(0, k − k0)

when α < 1
2 and by σ 1

2
(t, p − p0) when α = 1

2 ; (ii) k = k0, the amplitude of p is

given by σ 1
2
(0, p − p0); (iii) p = p0, the amplitude of k is given by σ 1

2
(0, k − k0);

(iv) k = p = k0. Instabilities are thus created along the wave propagation in the
direction of the initial condition k0 but also in other directions.

Case 1
2 < α < 1. The initial condition aη0 is more singular in the spatial vari-

ables than in the momentum variables. This results in a stronger localization of
the instabilities, which undergo more scattering and decrease exponentially with
time. They are generated by an initial condition given by j1

α(0, ·) when α > α? and
j2
α(0, ·) when α < α?. When α < α?, instabilities are created at x = y = x0 with the

same momentum configuration as the case 0 < α ≤ 1
2 . When α > α?, instabilities

are still created at x = y = x0 but with momentum k = p = k0. Note that these
instabilities are fairly singular since they are defined in this case by gradients of
delta distributions.

Case α = 1. This the most unstable case since instabilities are of order η. Since in
this configuration the initial condition aη0 is regular with respect to k, instabilities
are created at x = y = x0 in all directions, which can be seen from the following
expression of J1,0

1 , which is more regular in the momentum variables than J1,0
α for

α < 1:

J1,0
1 (x, k, y, p)

=

(
π

∫
Rd
dwR̂(w)δ(w · (k − p))G(w, k − k0, p− k0)

+ ip.v.

∫
Rd
dwR̂(w)

1

w · (k − p)
G(w, k − k0, p− k0)

)
δ(x− y)δ(x− x0)
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G(w, k, p) =
[
Fxa0(−w, k+

w

2
)−Fxa0(−w, k−w

2
)
][
Fxa0(w, p+

w

2
)−Fxa0(w, p−w

2
)
]
.

Besides, J1,0
1 belongs to X∞, is real-valued, and the principal value contribution

vanishes when a0 is even with respect to the variable x.

Case α = 0. This is the most stable case since instabilities are of order ηd. The
initial condition is regular with respect to the spatial variables so that the source
term j2

0 is also regular. The situation is essentially the same as the case 0 < α ≤ 1
2 .

The main difference is that the instabilities are created not only at the ballistic
position at time t (that is at x = x0 − kt), but on a larger domain related to the
spatial support of a0.

Finally, we remark that in the most stable configurations (when α < 1
2 ), the in-

stabilities persist with time while they decrease for more unstable configurations
(when α > 1

2 ).
When d = 2, the situation is similar: only the values of α? and σα change.

5.5. Transport equations for time-dependent Schrödinger. In the preced-
ing section, the random potential was replaced by a time dependent potential with
extremely rapid oscillations (modeled as the white noise limit of a very rapidly os-
cillatory function). In this section, we consider the more realistic model where the
fluctuations in the time domain are comparable or slow compared to the fluctuations
in the spatial domain. The temporal fluctuations (even without the white noise as-
sumption considered in the previous section) significantly simplify the analysis of
convergence compared to the time-independent case considered in [37]. Heuristi-
cally, since time does not loop back to previously visited positions in the state space,
random mixing is much more efficient when the potential is allowed to vary in time.
However, since the fluctuations are no longer modeled as white noise, the spatial
fluctuations also become important and the analysis is more involved than in the
Itô-Schrödinger setting.

Once again, we turn to the parabolic wave equation, and denote by t the direction
of propagation, and by x the transverse directions (or one may simply think of this
as a Schrödinger equation with a time-dependent random potential, regardless of
its murky wave origins)

iε
∂ψε
∂t

+
ε2

2
∆ψε −

√
εV

(
t

ε
,
x

ε

)
ψε = 0

ψε(0, x) = ψ0
ε(x; ζ).

(5.49)

Here, the initial data depend on an additional random variable ζ defined over a
probability space (S,Σ, µ), so that we consider a mixture of states.

We follow the presentation in [10, 11, 20]. For a related derivation of the kinetic
equation in the time-dependent setting, we refer the reader to [70].

5.5.1. Equation for the Wigner transform. We want to analyze the energy density
of the solution to the paraxial wave equation in the limit ε→ 0. As in the preceding
chapter, the Wigner transform is a useful tool. Let us define the Wigner transform
as the usual Wigner transform of the field ψε averaged over the parameter ζ ∈ S:

Wε(t, x, k) =

∫
Rd×S

eik·yψε

(
t, x− εy

2
; ζ
)
ψ̄ε

(
t, x+

εy

2
; ζ
) dy

(2π)d
dµ(ζ). (5.50)

We assume that the initial data Wε(0, x, k) converges strongly in L2(Rd ×Rd) to a
limit W0(x, k). This is possible thanks to the introduction of a mixture of states,
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i.e., an integration against the measure µ(dζ). This is the main reason why the
space (S,Σ, µ) is introduced, as we have previously discussed.

Using the calculus introduced earlier we verify that the Wigner transform satisfies
the following evolution equation

∂Wε

∂t
+k ·∇xWε =

1

i
√
ε

∫
Rd
eip·x/ε

[
Wε(k−

p

2
)−Wε(k+

p

2
)

]
Ṽ
( t
ε
, p
) dp

(2π)d
. (5.51)

Here, Ṽ (t, p) is the partial Fourier transform of V (t, x) in the variable x. The above
evolution equation preserves the L2(Rd × Rd) norm of Wε(t, ·, ·):

Lemma 5.9. Let Wε(t, x, k) be the solution of (5.51) with initial conditions Wε(0, x, k).
Then we have

‖Wε(t, ·, ·)‖L2(Rd×Rd) = ‖Wε(0, ·, ·)‖L2(Rd×Rd), for all t > 0. (5.52)

Proof. This can be obtained by integrations by parts in (5.51), in a way that is
similar to showing that (5.49) preserves the L2 norm.

5.5.2. Hypotheses on the randomness. We describe here the construction of the
random potential V (t, x). Our main hypothesis is that V (t, x) is a Markov process
in the t variable. The Markovian hypothesis is crucial to simplify the mathematical
analysis because it allows us to treat the process t 7→ (V (t/ε, x/ε),Wε(t, x, k)) as
jointly Markov.

In addition to being Markovian, V (t, x) is assumed to be stationary jointly in
(t, x), mean zero, and is constructed as follows (this construction is quite standard).
Denote by V = C1

b (Rd) the space of R−valued functions that are bounded and
continuous together with the first derivatives. It is equipped with the standard
supremum norm that shall be denoted by ‖ · ‖V . Suppose that {Vt, t ≥ 0} is a
Markovian process with the state space V and for v ∈ V, define V (v) := v(0).
We assume that π is the invariant distribution under the dynamics of the process.
Moreover it is also spatially homogeneous, i.e. πτx = π, for all x ∈ Rd. Here
τx : V → V is defined by τxv(·) := v(x + ·). The random field is defined as
V (t, x) := V (τxVt). The correlation function R(t, x) of the field is defined as

R(t, x) = E {V (s, y)V (t+ s, x+ y)} for all (t, x), (s, y) ∈ R1+d. (5.53)

Its Fourier transform R̂(ω, p) as

R̂(ω, p) =

∫
R1+d

e−iωt−ip·xR(t, x)dtdx, (5.54)

is called the space-time power spectrum of the field. We shall also use the partial
Fourier transform in the spatial variable and denote it by

R̃(t, p) =

∫
Rd
e−ip·xR(t, x)dx. (5.55)

Moreover the L2(π) generator Q of the process is supposed to satisfy the spectral
gap property, i.e. there exists α > 0 such that

〈f, (−Q)f〉π ≥ α(‖f‖2L2(π) − 〈f, 1〉
2
π) f ∈ L2(π).

With this assumption we can guarantee that the Fredholm alternative holds for the
Poisson equation. Namely, for any f ∈ L2(π) such that 〈f, 1〉π = 0, we have

‖erQf‖L2(π) ≤ C‖f‖L2(π)e
−(α/2)r. (5.56)
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Given the above hypotheses, the Fredholm alternative holds for the Poisson equation

Qg = f. (5.57)

It has a unique solution g with 〈g, 1〉π = 0 and g ∈ L2(π). The solution g is given
explicitly by

f(v) = −
∫ ∞

0

(
erQg(v)

)
dr, (5.58)

and the integral converges absolutely thanks to (5.56).
The unitary representation of the group of shifts {τx, x ∈ Rd} on L2(π) is given

by Txf := f ◦ τx, x ∈ Rd for f ∈ L2(π). We assume that it is strongly continuous,
so, by the spectral theorem, there exists its spectral resolution. It can be used to
construct V̂ (dp), the stochastic measure, defined on (V,B(V), π), that corresponds

to TxV := V ◦ τx. This measure is L2(π)-valued and satisfies: V̂ (−dp) = V̂ ∗(dp)
(because V is real valued) and

R̂(p)δ(p− q)dpdq = 〈V̂ (dp)V̂ ∗(dq)〉π, (5.59)

where 〈·〉π we denote the expectation with respect to π,

R(0, x) =

∫
eip·xR̂(p)dp.

We shall also use the notation Ṽ (t; dp) := V̂ (dp;Vt), t ≥ 0. We can write then

V (t, x) =

∫
eip·xṼ (t; dp),

where the right hand side is interpreted as a composition of the appropriate sto-
chastic integral and the process Vt. The equality is understood in the L2 sense. In
fact, the stochastic integral

∫
ψ(p)Ṽ (t; dp) can be defined for any complex valued

function that satisfies

‖ψ‖2H :=

∫
|ψ(p)|2R̂(p)dp < +∞. (5.60)

Denote by H the space consisting of complex even function ψ(p) (i.e. ψ(−p) =
ψ∗(p)) such that the above condition is satisfied. It is Hilbert when equipped with
the norm ‖ · ‖H.

We assume also that

V∗ := ess-sup‖v‖V < +∞, (5.61)

where the essential supremum is taken in π measure.

5.5.3. Main result of convergence to kinetic model. Let us summarize the hypothe-
ses. We define Wε(t, x, k) in (5.50) as a mixture of states of solutions to the parax-
ial wave equation (5.49). The mixture of state is such that Wε(0, x, k), whence
Wε(t, x, k) for all t > 0 is uniformly bounded in L2(R2d). We assume that the
initial conditions Wε(0, x, k) converge strongly in L2(R2d) to its limit W0(0, x, k).
We further assume that the random field V (t, x) satisfies the hypotheses described
above. By L2

w(R2d) we denote the space L2(R2d) equipped with the weak topology.
Then we have the following convergence result.

Theorem 5.10. Under the above assumptions, the processes described by the Wigner
distribution {Wε(t), t ≥ 0} converge, as ε → 0, in probability in the topology of
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C([0,+∞);L2
w(R2d)) to the deterministic process corresponding to the solution W

of the following transport equation

∂W

∂t
+ k · ∇xW = LW, (5.62)

where the scattering kernel has the form

LW (x, k) =

∫
Rd
R̂

(
|p|2 − |k|2

2
, p− k

)(
W (x, p)−W (x, k)

)
dp

(2π)d
. (5.63)

The above statement means that for any test function λ ∈ L2(R2d) the process
{〈Wε(t), λ〉, t ≥ 0} converges, as ε → 0, to {〈W (t), λ〉, t ≥ 0} in probability as
ε→ 0, uniformly on all finite time intervals.

Note that the whole process {Wε(t), t ≥ 0}, and not only its average E{Wε(t)}
converges to the (deterministic) limit W (t). This means that the process is statisti-
cally stable in the limit ε→ 0. The process Wε(t, x, k) does not converge pointwise
to the deterministic limit: averaging against a test function λ(x, k) is necessary.

We now summarize the main ingredients of the proof before a detailed proof
is presented in Section 5.5.4. Recall that the main assumption is that V (t, x) is
Markov in the t variable (but this assumption may be greatly relaxed – see [39]).
Let us set T > 0 and consider t ∈ [0, T ]. The Markov assumption on {Vt, t ≥ 0}
allows us to show that (V (t/ε, x/ε),Wε(t, x, k)) is jointly Markov with the phase
space V ×BW , where BW = {‖W‖2 ≤ C} is an appropriate ball in L2(R2d).
Evolution equation and random process.

Recall that Wε satisfies the Cauchy problem

∂Wε

∂t
+ k · ∇xWε = LεWε, (5.64)

with Wε(0, x, k) = W 0
ε (x, k), where formally

LεWε =
1

i(2π)d
√
ε

∫
Rd
Ṽ (

t

ε
, dp)eip·x/ε

[
Wε(x, k −

p

2
)−Wε(x, k +

p

2
)
]
. (5.65)

The solution to the above Cauchy problem is understood as a process, adapted to the
filtration {Ft/ε, t ≥ 0} whose trajectories belong to C([0,+∞);L2(R2d)∩L∞(R2d))

and such that for every test function λ(t, x, k) belonging to C1([0,+∞);L2(Rd)⊗H),
it satisfies

〈Wε(t), λ(t)〉 − 〈W 0
ε , λ(0)〉 =

∫ z

0

〈Wε(s),

(
∂

∂s
+ k · ∇x + Lε

)
λ(s)〉ds.

Here, we have used that Lε is a self-adjoint operator for 〈·, ·〉.
Tightness of the family of ε−measures. The above construction defines the
process Wε(t) in L2(R2d) and generates the corresponding measure Pε on the space
C([0,+∞);L2(R2d)) of functions continuous in time and with values in L2(Rd). We
denote by {Mt, , t ≥ 0} the filtration of σ-algebras generated by coordinate maps
t 7→ W (t). The σ algebra M generated by the filtration coincides with the Borel
σ-algebra on the space. We recall that intuitively, the filtration renders the past,
i.e. events described at times s ≤ t measurable, i.e., “known”, and the future t > s
non-measurable, i.e., not known yet.

The family Pε will be shown to be tight as ε → 0, i.e. for any sequence εn → 0
one can choose a weakly convergent subsequence of measures from {Pεn , n ≥ 1}.



KINETIC LIMITS FOR WAVES IN A RANDOM MEDIUM 81

More precisely, we can extract a subsequence still denoted by Pεn , such that for any
continuous and bounded function f defined on CT := C([0, T ];L2(R2d)), we have

EPεn {f} ≡
∫
CT
f(ω)dPεn(ω)→

∫
CT
f(ω)dP (ω) ≡ EP {f}, as n→ +∞.

(5.66)
The limiting measure P does not depend on the subsequence – it is the δ-type
measure representing the law of the deterministic process {W (t), t ≥ 0}. This in
turn implies that Pε converges weakly to P , as ε→ 0.
Construction of the first approximate martingale. Once tightness is ensured,
the proof of convergence of the processes Wε(t) to its deterministic limit is obtained
in two steps. Let us fix a deterministic test function λ ∈ L2(R2d). We use the
Markovian property of the random field V (t, x) to construct the first functional
Gλ : CL→ C[0, T ] by

Gλ[W ](t) = 〈W (t), λ(t)〉 −
∫ t

0

〈W (s),
∂λ

∂s
+ k · ∇xλ+ Lλ(s)〉ds. (5.67)

Here, L is the limiting scattering kernel defined in (5.63). We will show that
{Gλ(t), t ≥ 0} is an approximate Pε-martingale (with respect to the filtrationMs).
More precisely the above means that there exists a constant Cλ,T > 0 such that∣∣EPε {Gλ[W ](t)|Ms} −Gλ[W ](s)

∣∣ ≤ Cλ,T√ε (5.68)

uniformly for all W ∈ CL and 0 ≤ s < t ≤ T . Choosing s = 0 above, the two
convergences (5.66) and (5.68) (weak against strong) show that

EP {Gλ[W ](t)} = 0. (5.69)

We thus obtain the transport equation (5.62) for W (t) := EP {W (t)} in its weak
formulation.
Construction of the second approximate martingale and the convergence
of the full family of ε−measures. So far, we have characterized the convergence
of the first moment of Pε. We now consider the convergence of the second moment
and show that the variance of the limiting process vanishes, whence the convergence
to a deterministic process.

We will show that for every test function λ(t, x, k), the new functional

G2,λ[W ](t) = 〈W,λ〉2(t)− 2

∫ t

0

〈W,λ〉(ζ)〈W, ∂λ
∂t

+ k · ∇xλ+ Lλ〉(ζ)dζ (5.70)

is also an approximate Pε-martingale. We then obtain that

EPε
{
〈W,λ〉2

}
→ 〈W,λ〉2. (5.71)

This crucial convergence implies convergence in probability. It follows that the limit
measure P is unique and deterministic, and that the whole sequence Pε converges.

5.5.4. Proof of Theorem 5.10. The proof of tightness of the family of measures Pε
is postponed to the end of the section as it requires estimates that are developed in
the proofs of convergence of the approximate martingales. We thus start with the
latter proofs.

Convergence in expectation. To obtain the approximate martingale prop-
erty (5.68), one has to consider the conditional expectation of functionals F ∈
C([0,+∞);Cb(BW × V)), with respect to the (joint) probability measure P̃ε that
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is the law of {(Wε(t), Vt/ε), t ≥ 0} on C([0, T ];BW × V). In fact the only func-
tionals we need to consider are those of the form F (t,W, v) = 〈W,λv(t)〉 with
λ ∈ L∞(V;C1([0, T ];S(R2d))). Given F us above let us define the conditional
expectation

EP̃εW,v,t {F (τ,W (τ), V (τ))} := EP̃ε {F (τ,W (τ), V (τ))| W (t) = W,V (t) = v} , τ ≥ t.

Using Markov property of the process {Vt, t ≥ 0} and the fact that Wε(t) solves
(5.64) we obtain

d
dhE

P̃ε
W,v,t {F (t+ h,W (t+ h), V (t+ h))}

∣∣∣
h=0

= 1
ε 〈W,Qλv(t)〉+

〈
W,

(
∂

∂t
+ k · ∇x + 1√

ε
K[v, xε ]

)
λv(t)

〉
.

Here, for any (v, z, λ) ∈ V × Rd × S(R2d) we let

K[v, z]λ(x, k) :=
∑
σ=±1

σ

∫
Rd
eik·zv(η +

σz

2
)λ̂(x, z)dz

= i
(2π)d

∑
σ=±1

σ

∫
Rd
eip·zλ(x, k +

σp

2
)V̂ (dp; v),

where λ̂(x, z) denotes the partial Fourier transform of λ with respect to the
second variable. Equality (5.72) implies that

Gελ(t) = 〈W (t), λV (t)(t)〉 −
∫ t

0

〈
W (s),Lεs,V (s)λV (s)(s)

〉
ds, (5.72)

where Lεs,v := ε−1Q+∂s+k ·∇x+ ε−1/2K[v, x/ε], is a P̃ε-martingale since the drift
term has been subtracted.

Given a test function λ(t, x, k) ∈ C1([0, L];S) we construct a function

λε(t, x, k) = λ(t, x, k) +
√
ελε1,V (t)(t, x, k) + ελε2,V (t)(t, x, k), (5.73)

with λεi,v(t), i = 1, 2 bounded in C([0, L);V ⊗ L2(R2d)). This is the method of
perturbed test function. Rather than performing asymptotic expansions on the
Wigner transform itself, which is not sufficiently smooth to justify Taylor expan-
sions, we perform the expansion on smooth test functions.

The functions λεi , i = 1, 2 will be chosen to remove all high-order terms in the
definition of the martingale (5.72), i.e., so that

‖Gελε(t)−Gλ(t)‖L2(π) ≤ Cλ
√
ε (5.74)

for all t ∈ [0, L]. Here Gελε is defined by (5.72) with λ replaced by λε, and Gλ is
defined by (5.67). The approximate martingale property (5.68) follows from this.

The functions λεi , i = 1, 2 are as follows. Let λ1,v(t, x, η, k) be the π-mean zero
solution of the Poisson equation

k · ∇ηλ1,v(t) +Qλ1,v(t) = −K[v, η]λ(t). (5.75)

It is given explicitly by

λ1,v(t, x, η, k) =

∫ ∞
0

erQ {K[·, η + kr]λ(t, x, k)} dr. (5.76)

The improper integral on the right hand side exists because〈
{K[·, η + kr]λ(t, x, k)}2

〉
π

=
〈
{K[·, η]λ(t, x, k)}2

〉
π
< +∞, ∀ r ≥ 0. (5.77)
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Then we let λε1,v(t, x, k) := λ1,v(t, x, x/ε, k). A direct calculation, invoking (5.59),
yields

〈K[v, η]λ1,v〉π = Lλ. (5.78)

To define the second order corrector we introduce

λ(L)
v (t, x, η, k) := Lλv(t, x, k)− (K[v, η]λ1,v(t))(x, k).

Using the first formula in (5.72) together with (5.61) we conclude that〈[
λ(L)
v (t, x, η, k)

]2〉
π

< +∞.

Therefore we can define λε2,v(t, x, k) := λ2,v(t, x, x/ε, k) where λ2,v(t, x, η, k) is the
mean-zero solution of

k · ∇ηλ2,v +Qλ2,v = λ(L)
v (t, x, η, k), (5.79)

which exists thanks to (5.78).
The explicit expression for λ2,v is given by

λ2,v(t, x, η, k) = −
∫ ∞

0

erQ[λ(L)(t, x, η + kr, k)]dr.

Using (5.75) and (5.79) we have

d
dhE

P̃ε
W,v,t {〈W (t+ h), λε(t+ h)〉}

∣∣∣
h=0

=
〈
W,Lεt,v

(
λ(t) +

√
ελε1,v(t) + ελε2,v(t)

)〉
=

〈
W,

(
∂

∂t
+ k · ∇x + L

)
λ(t)

〉
+

〈
W,

(
∂

∂t
+ k · ∇x

)(√
ελε1,v(t) + ελε2,v(t)

)
+
√
εK[v, xε ]λε2,v(t)

〉
=

〈
W,

(
∂

∂t
+ k · ∇x + L

)
λ(t)

〉
+
√
ε〈W, ζλε,v(t)〉,

with

ζλε,v(t) := (∂t + k · ∇x)λε1,v(t) +
√
ε (∂t + k · ∇x)λε2,v(t) +K[v,

x

ε
]λε2,v(t).

The terms k · ∇xλεi,v(t) above are understood as the differentiation with respect to

the slow variable x only, and not with respect to η = x/ε. Let ζλε (t) := ζλε,V (t)(t).

It follows, see (5.72), that

Gελε(t) = 〈W (t), λε(t)〉−
∫ t

0

〈
W (s),

(
∂

∂s
+ k · ∇x + L

)
λ(s)

〉
ds−
√
ε

∫ t

0

〈W (s), ζλε (s)〉ds

(5.80)

and is a martingale with respect to the Borel measure P̃ε on C([0, T ];BW ×V). The
estimate (5.68) follows from the following two lemmas.

Lemma 5.11. Let λ ∈ C1([0, T ];S(R2d)). Then the correctors λεi,v(t), i = 1, 2
satisfy the following bounds

Ci := sup
t∈[0,T ]

sup
ε∈(0,1]

{
〈‖λεi,v(t)‖2L2(R2d)〉π +

〈∥∥∥(∂t + k · ∇x)λεi,v(t)
∥∥∥2

L2(R2d)

〉
π

}
< +∞.

(5.81)
We stress here that the derivative k · ∇x concerns only the slow variable.
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Let Kε,vλ(x, k) := K[v, x/ε]λ(x, k) for any λ ∈ L2(R2d).

Lemma 5.12. We have

K∗ := ess-sup
v∈V

sup
ε∈(0,1]

‖Kε,v‖L2(R2d)→L2(R2d) < +∞.

Lemma 5.12 follows immediately from the definition of K (see the first equality
in (5.72)) and bound (5.61).

With these lemmas we conclude easily that there exists a constant C > 0 such
that for all ε ∈ (0, 1] we have∣∣∣EP̃ε〈W (t), λ(t)〉 − EP̃ε〈W (t), λε(t)〉

∣∣∣ ≤ C√ε
and

EP̃ε‖ζλε (t)‖2L2(R2d) ≤ C, ∀ t ∈ [0, L] (5.82)

so that (5.68) follows.
Proof of Lemma 5.11. Suppose λ ∈ L2(R2d). Using (5.56) and (5.77) we obtain
that

‖λε1,v(t, x, k)‖L2(π) ≤
∫ ∞

0

∥∥∥erQK[·, x
ε

+ kr]λ(t, x, k)
∥∥∥
L2(π)

dr

≤ C

∫ ∞
0

e−(α/2)r
∥∥∥K[·, x

ε
+ kr]λ(t, x, k)

∥∥∥
L2(π)

dr

=
2C

α

∥∥∥K[·, x
ε

]λ(t, x, k)
∥∥∥
L2(π)

.

Hence, from Lemma 5.12 we get

〈‖λε1(t)‖2L2(R2d)〉π ≤ C ‖λ(t)‖2L2(R2d)

for some constant independent of ε ∈ (0, 1] The bounds on λε2, as well as on the
partials, are very similar in spirit and we omit them.

Lemma 5.11 and Lemma 5.12 together with (5.80) imply the bound (5.74). The
tightness of measures Pε, as ε→ 0, claimed in Lemma 5.14 below implies that the
expectation E {Wε(t, x, k)} converges weakly in L2(R2d) to the solution W (t, x, k)
of the transport equation for each t ∈ [0, T ].

Convergence in probability. We now prove that for any test function λ the
second moment E

{
〈Wε(t), λ〉2

}
converges to 〈W (t), λ〉2. This will imply the con-

vergence in probability claimed in Theorem 5.10. The proof is similar to that for
E {〈Wε(t), λ〉} and is based on constructing an appropriate approximate martingale
for the functional 〈W (t) ⊗W (t), µ(t)〉, where µ(t, x1, k1, x2, k2) is a test function,
and W ⊗W (t, x1, k1, x2, k2) = W (t, x1, k1)W (t, x2, k2). We need to consider the
action of the infinitesimal generator on functions of W ∈ L2(R2d) and v ∈ V of the
form

F (W, v) = 〈W ⊗W,µv(t)〉,
where µv(·) ∈ C1([0,+∞);S(R2d)) is a given function. The infinitesimal generator
acts on such functions as

d
dhE

P̃ε
W,v,t {〈W ⊗W (t+ h), µv(t+ h)〉}

∣∣∣
h=0

=
1

ε
〈W ⊗W,Qµv(t)〉+ 〈W ⊗W,Hε2µv(t)〉,

(5.83)
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where for any function µ(x1, k1, x2, k2) from S(R2d) we let

Hε2µ =

2∑
j=1

1√
ε
Kj
[
v,
xj
ε

]
µ+ kj · ∇xjµ, (5.84)

with Kj acting on variable kj by formula (5.72). Therefore the functional

G2,ε
µ (t)

= 〈W ⊗W (t), µV (t)(t)〉 −
∫ t

0

〈
W ⊗W (s),L2,ε

s,V (s)µV (s)(s)
〉
ds,

(5.85)

with

L2,ε
s,v :=

1

ε
Q+

∂

∂s
+ k1 · ∇x1

+ k2 · ∇x2
+

1√
ε

(K1[v,
x1

ε
] +K2[v,

x2

ε
]),

is a P̃ ε martingale. We let µ ∈ S(R2d × R2d) be a test function independent of
v. Denote x = (x1, x2), and k = (k1, k2). We will also use the following notation
µεj(t, x, k) = µj,V (t)(t, x, x/ε, k), j = 1, 2, with µj,v are to be determined later,

QK := Q+

2∑
j=1

kj · ∇ηj , K1,2 :=

2∑
j=1

Kj [v, ηj ]

and ∇t,1,2 := ∂t +
∑2
j=1 kj · ∇xj .

We define an approximation

µε(t, x, k) = µ(t, x, k) +
√
εµε1(t, x, k) + εµε2(t, x, k).

We now use (5.83) to get

Dε(t) :=
d

dh

∣∣∣
h=0

EW,v,t〈W ⊗W (t+ h), µε(t+ h)〉

=
1

ε
〈W ⊗W,QKµ(t)〉+

1√
ε

〈
W ⊗W,QKµ1,v(t) +K1,2µ(t)

〉
[2mm] +

〈
W ⊗W,QKµ2,v(t) +K1,2µ1,v(t) +∇t,1,2µ(t)

〉
[2mm] +

√
ε
〈
W ⊗W,K1,2µ2,v(t) +∇t,1,2(µ1,v(t) +

√
εµ2,v(t))

〉
.

(5.86)

The above expression is evaluated at ηj = xj/ε. The term of order ε−1 in Dε(t)
vanishes since µ is independent of v and the fast variable η. We cancel the term of
order ε−1/2 in the same way as before by defining µ1,v as the unique π-mean-zero
(in the variables v and η = (η1, η2)) solution of

QKµ1,v(t, x, η, k) +K1,2µ(t, x, η, k) = 0. (5.87)

It is given explicitly by

µ1,v(t, x, η, k) =

∫ ∞
0

erQ
[
K1,2µ(t, x, η1 + k1r, η2 + k2r, k)

]
dr.

When µ has the form µ(t) = λ(t)⊗ λ(t), then µ1,v(t) has the form µ1,v = λ1,v(t)⊗
λ(t) + λ(t) ⊗ λ1,v(t) with the corrector λ1,v(t) given by (5.76). Let us also define
µ2,v(t) as the mean zero, with respect to π(dv), solution of

QKµ2(t, x, η, k) +K1,2µ1(t, x, η, k) = 〈K1,2µ1(t, x, η, k)〉π. (5.88)
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The function µ2,v(t) is given by

µ2,v(t, x, η, k) =

∫ ∞
0

erQ{〈K1,2µ1(t, x, η1 + k1r, η2 + k2r, k)〉π

−K1,2µ1(t, x, η1 + k1r, η2 + k2r, k)}dr.

Unlike the first corrector µ1,v(t), the second corrector µ2,v(t) may not be written
as an explicit sum of tensor products even if µ(t) has the form µ(t) = λ(t) ⊗ λ(t)
because µ1,v(t) depends on v.

The P̃ ε-martingale G2,ε
µε (t) is given by

G2,ε
µε (t) = 〈W ⊗W (t), µε(t)〉 −

∫ t

0

〈
W ⊗W (s),

(
∇s,1,2 + L̃ε2

)
µ(s)

〉
ds

−
√
ε

∫ t

0

〈W ⊗W (s), ζµε (s)〉ds,
(5.89)

where ζµε (t) := K1,2µε2(t) +∇s,1,2(µε1 +
√
εµε2) and the operator L̃ε2 is defined by

L̃ε2µ(t, x, k) := −
∑2
j=1Ajµ(t, x, k) + Bεµ(t, x, k) (5.90)

where for any function f(x, k), with x = (x1, x2), k = (k1, k2),

Bεf(x, k) :=
1

(2π)d

∑
σ1,σ2=±1

σ1σ2

∫ ∞
0

∫
Rd
R̃(r, p)

×
(
eip·

x2−x1
ε +irk2·p + ei

x1−x2
ε ·p+irk1·p

)
f(x, kσ1,σ2

(p))drdp,

A1f(x, k) := − 1

(2π)d

∑
σ=±1

∫ ∞
0

∫
Rd
R̃(r, p)eirk

(1)
σ (p)·p[f(x, k)− f(x, k(1)

σ (p))]drdp,

A2 acts analogously but on the variable k2. Here for any σ = ±1, we let k
(1)
σ (p) :=

(k1 + σp/2, k2) and k
(2)
σ (p) := (k1, k2 + σp/2). For any σ1, σ2 = ±1 we also let

kσ1,σ2
(p) := (k1 + σ1p/2, k2 + σ2p/2).

Recall that R̃(r, p) is given by (5.55). We have used in the calculation of L̃ε2 that
for a sufficiently regular function f , we have〈∫

Rd

V̂ (dq)

(2π)d

∫ ∞
0

dr erQ
∫
Rd
V̂ (dp)f(r, p, q)

〉
=

∫ ∞
0

dr

∫
Rd
R̃(r, p)f(r, p,−p)dp.

The bound on ζµε (t) is similar to that on ζλε (t) obtained previously as the correctors
µεj(t) satisfy the same kind of estimates as the correctors λεj(t):

Lemma 5.13. There exists a constant Cµ > 0 so that the functions µε1,2 obey the
uniform bounds

C
(2)
j := sup

t∈[0,L]

sup
ε∈(0,1]

{〈
‖µεj(t)‖2L2(R2d)

〉
π

+
〈
‖∇t,1,2µεj(t)‖2L2(R2d)

〉
π

}
< +∞, j = 1, 2.

(5.91)

The proof of this lemma is very similar to that of Lemma 5.11 and is therefore
omitted. Analogously to what has been done before we can also conclude from this
lemma that ∣∣∣EP̃ε〈W ⊗W (t), µε(t)〉 − EP̃ε〈W ⊗W (t), µ(t)〉

∣∣∣ ≤ C√ε
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and EP̃ε‖ζµε (t)‖2L2(R2d) ≤ C for all t ∈ [0, L]. These facts allow us to take the limit

of the first and third term on the right hand side of (5.89). Unlike the first moment

case, however the averaged operator L̃ε2 still depends on ε. Therefore in order to
prove the convergence we have to deal with this term as well. The a priori bound on
Wε in L2 allows us to tackle this issue and show strong convergence. This is shown
as follows. The terms corresponding to Aj are independent of ε. For example A1

gives the following contribution:

A1µ(t, x, k) =

∫ ∞
0

dr

∫
Rd

dp

(2π)d

[
R̃(r, p− k1)eir

p2−k21
2 (µ(t, x, p, k2)− µ(t, x, k1, k2))

+R̃(r, k1 − p)eir
k21−p

2

2 (µ(t, x, p, k2)− µ(t, x, k1, k2))

]
.

Using the fact that R̃(−r,−q) = R̃(r, q) and integrating out the r variable we
conclude that A1µ(t, x, k) = Lk1µ(t, x, k), where Lk1 denotes the operator L acting
in the k1 variable. Likewise we get A2µ(t, x, k) = Lk2µ(t, x, k).

The term corresponding to Bε is oscillatory and its contribution tends to 0 as
ε→ 0 for sufficiently smooth test functions.

Since Bεµ(t) and µ(t) are real valued quantities, we can take the real part of the
above term and, after the change of variables r → −r and p → −p, obtain from
(5.91)

Bεµ(t, x, k)

= 1
(2π)d

∑
σ1,σ2=±1

σ1σ2

∫ ∞
0

∫
Rd
R̃(r, p)

× cos(p · x2−x1

ε ) cos(r(k1 + k2) · p/2)µ(t, x, kσ1,σ2
(p))drdp

= 1
2(2π)d

∑
σ1,σ2=±1

σ1σ2

∫
Rd
R̂
(
−(k1 + k2) · p

2
, p
)

exp

{
ip · x2 − x1

ε

}
µ(t, x, kσ1,σ2

(p))dp.

We have

‖Bεµ(t)‖2L2(R4d) = C
∑

σj=±1,j=1,...,4

4∏
j=1

σj

∫
R6d

dxdkdpdqR̂
(
−(k1 + k2) · p

2
, p
)

×R̂
(
−(k1 + k2) · q2 , q

)
ei(p−q)·

x2−x1
ε µ(t, x, kσ1,σ2

(p))µ(t, x, kσ3,σ4
(p)).

(5.92)

Using the density argument we may assume that µ has the form

µ(t, x, k) = µ0(t)µ1(x1 − x2)µ2(x1 + x2)µ3(k1)µ4(k2).

Then the expression on the right hand side of (5.94) equals

Cµ2
0(t)

∑
σj=±1,j=1,...,4

4∏
j=1

σj

∫
R6d

dxdkdpdqR̂
(
−(k1 + k2) · p

2
, p
)
R̂
(
−(k1 + k2) · q

2
, q
)

×e−i(p−q)·
x1
ε µ2

1(x1)µ2
2(x2)µ3(k1 + σ1p

2 )µ4(k2 + σ2p
2 )µ3(k1 + σ3q

2 )µ4(k2 + σ4q
2 )

= Cµ2
0(t)‖µ2‖2L2(Rd)

∑
σj=±1,j=1,...,4

4∏
j=1

σj

∫
R4d

dkdpdqR̂
(
−(k1 + k2) · p

2
, p
)

×R̂
(
−(k1 + k2) · q2 , q

)
ν̂(p−qε )µ3(k1 + σ1p

2 )µ4(k2 + σ2p
2 )µ3(k1 + σ3q

2 )µ4(k2 + σ4q
2 )
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where ν(x) = µ2
1(x). We introduce G(p) = supω R̂(ω, p) and use the Cauchy-

Schwarz inequality in k1 and k2:

‖Bεµ(t)‖2L2(R4d) ≤ Cµ2
0(t)‖µ2‖2L2(Rd)‖µ3‖2L2(Rd)‖µ4‖2L2(Rd)

×
∫
R2d

dpdqG(p)G(q)

∣∣∣∣ν̂(
p− q
ε

)

∣∣∣∣ .
We use again the Cauchy-Schwarz inequality, now in p, to get

‖Bεµ(t)‖2L2(R4d) ≤ C‖µ2‖2L2(Rd)‖µ3‖2L2(Rd)‖µ4‖2L2(Rd)‖G‖L2(Rd)

×
∫
Rd
dqG(q)

(∫
Rd
dp
∣∣∣ν̂(

p

ε
)
∣∣∣2)1/2

≤ Cεd/2‖µ2‖2L2(Rd)‖µ3‖2L2(Rd)‖µ4‖2L2(Rd)‖G‖L2(Rd)‖G‖L1(Rd)‖ν‖L2 .

This proves that ‖Bεµ(t)‖L2(R4d) → 0 as ε → 0. Note that oscillatory integrals
of the form ∫

Rd
ei
p·x
ε µ(p)dp, (5.93)

are not small in the bigger space A′, which is natural in the context of Wigner
transforms. In this bigger space, we cannot control the norm of Bεµ(t) and actually
do not know whether the limit measure P is deterministic; see [10].

We have therefore deduced that

G2
µ(t) = 〈W ⊗W (t), µ(t)〉

−
∫ t

0

〈
W ⊗W (s),

( ∂
∂s

+ k1 · ∇x1
+ k2 · ∇x2

+ Lk1 + Lk2
)
µ

〉
(s)ds

is an approximate P̃ε martingale. Suppose that P is a weak limiting measure for
the family P̃ε, as ε→ 0. The limit of the second moment

W2(t, x, k) = EP {W ⊗W (t, x, k)}

thus satisfies (weakly) the transport equation

∂W2

∂t
+ (k1 · ∇x1 + k2 · ∇x2)W2 = (Lk1 + Lk2)W2, (5.94)

with the initial data W2(0, x, k) = W0(x1, k1)W0(x2, k2). This implies that

EP {W (t, x1, k1)W (t, x2, k2)} = EP {W (t, x1, k1)}EP {W (t, x2, k2)}

by uniqueness of the solution to (5.94) with initial conditions given by the product
W0(x1, k1)W0(x2, k2). This proves that the limiting measure P is deterministic
and unique (because characterized by the transport equation) and thus Wε(t, x, k)
converges in probability to W (t, x, k), as ε→ 0.
Tightness of Pε.

Our principal result is the following.

Lemma 5.14. The family of measures Pε is weakly compact in C([0,+∞);L2
w(R2d)).

Proof. A theorem of Mitoma and Fouque [65, 40] implies that in order to verify
tightness of the family Pε it is enough to check that for each λ ∈ C1([0, T ],S(R2d))
the family of laws Pε on C([0, T ];R) of the random processes Wλ(t) = 〈W (t), λ(s)〉,
considered over (C([0, T ];L2

w(R2d)),MT , Pε), is tight.
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Note that we have

〈W (t), λ(t)〉 = Gελε(t)−
√
ε〈W (t), λε1(t)〉 − ε〈W (t), λε2(t)〉

+

∫ t

0

〈W (s), L̂sλ(s)〉ds+
√
ε

∫ t

0

〈W (s), ζλε (s)〉ds,

where L̂t :=
∂

∂t
+ k · ∇x + L. Denote

x(1)
ε (t) := Gελε(t)

x(2)
ε (t) :=

√
ε〈W (t), λε1(t)〉,

x(3)
ε (t) :=

∫ t

0

〈W (s), L̂sλ(s)〉ds,

x(4)
ε (t) := ε〈W (t), λε2(t)〉,

x(5)
ε (t) :=

√
ε

∫ t

0

〈W (s), ζλε (s)〉ds.

Tightness of the family Pε, as ε→ 0, follows upon proving:

Lemma 5.15. Each of {x(j)
ε (t), t ≥ 0}, j = 1, . . . , 5 is tight in C[0,+∞)

Proof. We claim that for j = 2, . . . 5 the processes {x(j)
ε (t), t ≥ 0} satisfy the

following Kolmogorov-Chentzov moment condition [23]

EPε
{∣∣∣x(j)

ε (t)− x(j)
ε (u)

∣∣∣γ ∣∣∣x(j)
ε (u)− x(j)

ε (s)
∣∣∣γ} ≤ Cλ(t− s)1+β , (5.95)

for all 0 ≤ s ≤ u ≤ t ≤ T , with γ, β > 0 and Cλ independent of ε. It implies
tightness, see the explanation given after (2.29).

To demonstrate (5.95) we shall only discuss the case j = 2, as the other cases
can be done similarly. Let Kε[t, k, x, v] := ∂t + k · ∇x + (1/

√
ε)K[v, x/ε]. We have

EP̃ε
{∣∣∣x(2)

ε (t)− x(2)
ε (s)

∣∣∣2} ≤ 2

{
EP̃ε

∣∣∣∣∫ t

s

〈
√
εW (τ),Kε[τ, x, k, V (τ)]λε1(t)〉dτ

∣∣∣∣2
+2EP̃ε

∣∣∣∣∫ t

s

〈W (s),
√
ε∂τλ

ε
1(τ)〉dτ

∣∣∣∣2
}

≤ C(t− s)2,

thanks to the bounds established in Lemmas 5.11 and 5.12. Estimate (5.95) then

follows for {x(2)
ε (t), t ≥ 0}, with γ = β = 1, upon an application of Cauchy-Schwartz

inequality and (5.96).
For j = 1 the processes {Gελε(t), t ≥ 0} are martingales. Their tightness follows

from tightness of their quadratic variation {〈Gελε〉t, t ≥ 0}, see Theorem VI.4.13, p.
358 of [50]. We will now compute it explicitly. First,

d
dhE

Pε
W,v,t

{
〈W (t+ h), λε(t+ h)〉2

}∣∣∣
h=0

= 2〈W,λε,v(t)〉〈W,Kε[t, k, x, v]λε,v(t)〉+ 1
εQ
[
〈W,λε,v〉2

]
so that

〈W (t), λε(t)〉2

−
∫ t

0

{
2〈W (s), λε(s)〉〈W (s),Kε[s, k, x, V (s)]λε(s)〉+

1

ε
Q
[
〈W (s), λε(s)〉2

]
(V (s))

}
ds
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is a martingale. Using (5.72), we conclude that

〈Gελε〉t =

∫ t

0

{
1

ε
Q[〈W (s), λε(s)〉2](V (s))− 2

ε
〈W (s), λε(s)〉〈W (s), Qλε(s)〉

}
ds

=

∫ t

0

{
Q
[
〈W (s), λε1(s)〉2

]
− 〈W (s), λε1(s)〉〈W (s), Qλε1(s)〉

}
ds

+
√
ε
∫ t

0
Hε(s,W (s), V (s))ds

with

Hε(s,W, v) := 2
√
ε
{
Q[〈W,λε1,v(s)〉〈W,λε2,v(s)〉]− 〈W,λε1,v(s)〉〈W, (Qλε2(s))(v)〉

−〈W,λε2,v(s)〉〈W,Qλε1,v(s)〉
}

+ ε
{
Q[〈W,λε2(s)〉2]

−2〈W,λε2,v(s)〉〈W, (Qλε2(s))(v)〉
}
.

Recall that supt≥0 ‖W (t)‖L2(R2d) remains deterministically bounded P̃ε a.s. Using
bounds on ‖λεj‖L2(π), j = 1, 2 from Lemma 5.11 and the fact that Q is a contraction

on both L1(π) and L2(π) we conclude that EP̃ε |Hε(s)| ≤ C for all s ∈ [0, T ]. This

yields EP̃ε
{
〈Gελε〉t − 〈G

ε
λε
〉s
}
≤ C(t − s) whence for a fixed T > 0 the family of

random variables 〈Gελε〉T is tight, as ε → 0. By gathering of Theorems 3.8 and
3.10 and Remark 3.9 of [51] this demonstrates tightness of the family of increasing
processes {〈Gελε〉t, t ∈ [0, T ]}, as ε → 0, in D[0, T ], thus in our case in C[0, T ] as
well. This ends the proof of tightness.

5.6. Fluctuations of the Wigner transform with an OU potential. Now,
that we know that (at least in some situations) the Wigner transform of the solutions
of the random Schrödinger equation converges in probability to the deterministic
solution of the kinetic radiative transport equation, we would like to understand how
its fluctuations behave. This question was partially addressed in Section 5.4 where
we have discussed the scintillation of the Wigner transform in the Itô-Schrödinger
regime. Here, following [56, 59] we describe what happens for the full fluctuation
process (scintillation is just the second moment of the fluctuation) when the initial
data for the Wigner transform is localized in space.

As before, we consider the Schrödinger equation with a weakly random potential,
in the appropriate long time, large distance scaling:

iε
∂φε
∂t

+
ε2

2
∆φε −

√
εV (

t

ε
,
x

ε
)φε = 0.

The Wigner transform of the solution (without any consideration of mixtures of
states for the moment), defined as

Wε(t, x, k) =

∫
eik·yφε(t, x−

εy

2
)φ̄ε(t, x+

εy

2
)
dy

(2π)d
,

satisfies

∂Wε(t, x, k)

∂t
+ k · ∇xWε(t, x, k)

= i√
ε

∑
σ=±1

σ

∫
V̂ (t/ε, dp)

(2π)d
eip·zWε

(
t, x, k +

σp

2

)
.

(5.96)

As we have seen in the previous section, when the initial data W0 for (5.96) is in
L2(R2d) the solutions converge in probability, as ε ↓ 0, to W̄ (t, x, k) the solution of
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a linear Boltzmann equation

∂tW̄ (t, x, k) + k · ∇xW̄ (t, x, k) = LW̄ (t, x, k),

W̄ (0, x, k) = W0(x, k),
(5.97)

where the operator L is given by

LW (x, k) =

∫
R̂(
p2 − k2

2
, p− k)(W (x, p)−W (x, k))

dp

(2π)2d
.

It is important, in particular, for inverse problems, to understand the fluctuations
of Wε around this self-averaging limit, as wave energy fluctuations are often large
in practice [6, 7, 14] despite being theoretically small. As we have seen in the
Itô-Schrödinger case, the size of the fluctuations depends on the regularity of the
initial W0 – both spatially and wave vector localized singularities in W0 produce
stronger fluctuations than smooth initial energy distributions. Here, we consider
the fluctuations of the Wigner transform

Zε(t, x, k) = ε−1/2[Wε(t, x, k)− W̄ (t, x, k)]

when W0(x, k) = δ(x)f(k) and f ∈ S(Rd), that is, the initial wave energy distri-
bution is spatially localized but smoothly distributed in various directions. The
fact that the fluctuations have the size O(

√
ε) comes from the spatial singularity of

the initial data – their size would be smaller were W0(x, k) more regular in space.
However, physically this is a very important case – the localized source.

We assume that the random potential V (t, x) is of the Ornstein-Uhlenbeck type
– see [59] for the detailed construction of such potentials. The main result, which
we will describe informally to avoid the rather technical but physically irrelevant
details, is as follows. Let Z̄(t) be the solution of the deterministic kinetic equation

∂Z̄

∂t
+ k · ∇xZ̄ =

∫
R̂

(
|k|2 − |p|2

2
, k − p

)
(W (t, x, p)−W (t, x, k))dp, (5.98)

with the random initial data Z̄(0, x, k) = δ(x)X(k). Here X is a real valued Gauss-
ian distribution that can be written down explicitly in terms of the random potential
(see [59] for the explicit formula). Informally, X(k) is obtained as follows, from the
initial layer problem for the fluctuation. In the fast variables s = t/ε, y = x/ε
equation (5.96) may be re-written as

∂W ′ε
∂s

+ k · ∇yW ′ε = −i
√
ε

(2π)d

∑
σ=±1

σ

∫
Rd
eip·yV̂ (s, dp)W ′ε(s, y, k +

σp

2
),

where W ′ε(s, y, k) := Wε(εs, εy, k). We introduce a formal asymptotic expansion

W ′ε(s, y, k) = W̄ ′(s, y, k) +
√
εZ ′(s, y, k) + . . .

The leading order term satisfies the homogeneous transport equation

W̄ ′s + k · ∇yW̄ ′ = 0, W̄ ′(0, y, k) = ε−dδ(y)f(k),

and is, therefore, given by W̄ ′(s, y, k) = ε−dδ(y − ks)f(k). The equation for
Z ′(s, y, k) is

∂sZ
′(s, y, k) + k · ∇yZ ′(s, y, k) = −i

∑
σ=±1

σ

∫
Rd
eip·yV̂ (s, dp)W̄ ′

(
s, y, k +

σp

2

)
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with the initial data Z ′(0, y, k) = 0. This gives an explicit formula for Z(s, y, k):

Z ′(s, y, k) = −i
∑
σ=±1

σ

∫ s

0

∫
Rd
eip·(y−k(s−τ))W̄ ′(τ, y − k(s− τ), k +

σp

2
)V̂ (τ, dp)dτ

= −iε−d
∑
σ=±1

σ

∫ s

0

∫
Rd
eip·(k+σp/2)τf

(
k +

σp

2

)
δ(y − ks− σp

2
τ)V̂ (τ, dp)dτ.

We obtain therefore:

Z(t, x, k) = Z ′(t/ε, x/ε, k)

= −iε−d
∑
σ=±1

σ

∫ t/ε

0

∫
Rd
eip·(k+σp/2)τf

(
k +

σp

2

)
×δ(ε−1(x− kt+ εσpτ/2))V̂ (τ, dp)dτ

and since ε−dδ(z/ε) = δ(z) we obtain that for small t � 1 the quantity εσpτ ≤
pt� 1 can be neglected, thus

Z(0, x, k) ≈ −iδ(x)
∑
σ=±1

σ

∫ ∞
0

∫
Rd
eip·(k+σp/2)τf

(
k +

σp

2

)
V̂ (τ, dp)dτ = δ(x)X(k),

which gives an explicit expression for X(k).
The physical reason why randomness of Zε appears in the limit only as a random

initial data for the deterministic radiative transport equation is that after the short
initial time layer the leading order term W (t, x, k) is no longer as localized in space
as at t = 0. Therefore, the fluctuation produced at t > 0 is not of the size O(

√
ε)

but is smaller and it appears only in the higher order terms. Essentially, the main
contribution to Wε − W at t > 0 comes only from the evolution of the random
fluctuation produced near t = 0. On the other hand, if the initial data W0(x, k)
would be smooth, we expect the fluctuation of Wε(t, x, k) to be of the smaller size
and to satisfy a radiative transport equation with a random force. This, however,
is currently an open problem.

As the proofs of this fluctuation theorem are somewhat technical, we refer the
reader to [56, 59] for the rigorous statements and proofs.

5.7. Different kinetic regimes for time-dependent Schrödinger. In the pre-
ceding sections, we considered the Schrödinger equation with a random potential
whose oscillations in the time domain that were as rapid as its oscillations in the
spatial domain. We now discuss how one can generalize the convergence analysis
to cases where the temporal random fluctuations are slower than the spatial fluc-
tuations of the potential. We also want to include spatial correlation lengths larger
than the wavelength, as in the random Liouville problem (random geometric op-
tics). Finally, we want to be able to pass directly from a wave model to a diffusion
model, which is an approximation of the kinetic model in the limit of vanishing
mean free path. All of this is included in the following Schrödinger equation with
time dependent potential

iε1+δ ∂ψε
∂t

+
ε2

2
∆ψε − ε

γ−δ
2 V

( t

εα+δ
,
x

εβ

)
ψε = 0, (5.99)

with the same initial conditions and mixtures of states as in the preceding section.
We define γ = β + min(β − α, 0). We consider the case of spatial dimension d ≥ 2.

Various values of the parameters α, β, γ and δ correspond to various relations
between the macroscopic and microscopic scales. The resulting regimes appearing
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are follows. Set δ = 0 first – this is a “hyperbolic” scaling. Then, β = 1 corresponds
to the radiative transfer regime (wave length is comparable to the spatial correlation
length of the medium) with white noise scattering kernel when α > 1 (the random
medium oscillates faster in time than in space), inelastic scattering when α = β = 1,
and elastic scattering when α < 1. Also, β < 1 corresponds to the Fokker-Planck
regime with white noise scattering kernel when α > β, inelastic scattering when
α = β (the random media oscillates on comparable temporal and spatial micro-
scales), and elastic scattering when α < β (the temporal scale of the random medium
oscillations is longer than the spatial scale).

When δ > 0 (this is a longer time scale than the radiative transport time scale),
we are in the diffusive regime when α > β. The case of elastic scattering α < β
should hold for all α ≥ 0 since we expect the results to hold in the limit of no
time-dependent regularization. Here, we describe how the proofs based on the
Markovian methods and the perturbed test function method can be developed for
the case α/β > 3/4 and extended to the case α/β > 1/2 with a reasonable amount
of unspecified work. For slower time fluctuations of the medium, other techniques
than the Markov regularization considered here presumably need to be developed,
and the use of the diagrammatic techniques might be unavoidable.

The equation for the Wigner transform is now

εδ
∂Wε

∂t
+ k · ∇Wε

=
ε
γ−δ
2

iε

∫
Rd
Ṽ
( t

εα+δ
, p
)
ei
x·p
εβ

(
Wε(t, x, k −

ε1−βp

2
)−Wε(t, x, k +

ε1−βp

2
)
) dp

(2π)d
.

(5.100)
We assume that the above equation is augmented with initial conditions of the

form Wε(0, x, k) = W0(x, |k|), which, to simplify, we assume is independent of ε and

k̂.

5.7.1. Convergence to various kinetic models. The main results are as follows

Theorem 5.16 (Transport and Fokker-Planck regimes). Let δ = 0 and d ≥ 2.
Then Wε converges weakly in L2(R2d) and in probability to the solution W (t, x, k)
of the following transport equation

∂W

∂t
+ k · ∇xW = LW, W (0, x, k) = W0(x, |k|), (5.101)

where the scattering kernel has the following form

3

4
< α < β = 1 LW =

∫
Rd
R̂0(p− k)

(
W (p)−W (k)

)
δ
( |k|2 − |p|2

2

) dp

(2π)d

(5.102)

α = β = 1 LW =

∫
Rd
R̂(
|k|2 − |p|2

2
, p− k)

(
W (p)−W (k)

) dp

(2π)d

α > β = 1 LW =

∫
Rd
R̂(0, p− k)

(
W (p)−W (k)

) dp

(2π)d
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3β

4
< α < β < 1 LW =

1

2
∇k ·

(∫
Rd
δ(k · p)R̂0(p)p⊗ p dp

(2π)d

)
∇kW

(5.103)

α = β < 1 LW =
1

2
∇k ·

(∫
Rd
R̂(k · p, p)p⊗ p dp

(2π)d

)
∇kW

α > β < 1 LW =
1

2
∇k ·

(∫
Rd
R̂(0, p)p⊗ p dp

(2π)d

)
∇kW.

Theorem 5.17 (Diffusion regime). Let δ(α, β) > 0 sufficiently small and d ≥ 2.
Then Wε converges weakly in L2(R2d) and in probability to the solution W (t, x, |k|)
of the following diffusion equation

∂W

∂t
−∇x·

( 1

Γd|k|d−1

∫
Rd
p⊗χ(p)δ(|p|−|k|)dp

)
∇xW = 0, W (0, x, |k|) = W0(x, |k|),

(5.104)
where Γd is the volume Sd−1 and χ is the mean-zero solution of the system of
equations k = Lχ, where L is given by (5.103) for 3β

4 < α < β < 1 and by (5.102)

for 3
4 < α < β = 1.

We thus observe that the different choices of correlation lengths and mean free
paths may yield to all “classical” kinetic regimes of wave propagation in random
media, namely, the radiative transfer, Fokker Planck, and diffusion regimes.

The case of kinetic models for Schrödinger equations with time independent
potentials would formally correspond to the case α = 0 and β = 1 (and δ = 0).
The proofs do not extend to this case. The case of Fokker-Planck models with time
independent fluctuations would correspond to the case α = 0 and β < 1 (with δ = 0
still). This is also not accessible by the current method of proof. Note however,
that Fokker Planck models of the types seen before occur as soon as α < β < 1.
This means that Fokker Planck models occur as soon as the correlation length is
significantly larger than the wavelength. In the case α = 0 treated in earlier sections,
we need the correlation length to be very large compared to the wavelength (larger
than | ln ε|−1). We do not require such a large gap in the presence of time dependent
potentials.

5.7.2. Sketch of the derivation. The derivation of the above results is very similar to
that of the radiative transfer model obtained in Section 5.5. The main difference is
that the approximate martingales we now construct involve an averaged operator Lε
that depends on ε and thus needs to be approximated by an ε−independent operator
L. We mainly outline here the construction of the approximate martingale to obtain
convergence of the expectation and leave to the reader the extension of the proof
of convergence of higher moments and tightness of the measures generated by the
Wigner transforms.
Convergence in expectation.

We consider the conditional expectation of functionals F (W, v) with respect to

the probability measure P̃ε on D([0, L];BW × V), the space of right-continuous
paths with left-side limits [23] generated by the process (W, v). Note that W is a
continuous function in t thanks to the evolution equation it solves. The process
V however need not be continuous. Given a function F (W, V̂ ) let us define the
conditional expectation

EP̃ε
W,V̂ ,t

{
F (W, V̂ )

}
(τ) = EP̃ε

{
F (W (τ), Ṽ (τ))| W (t) = W, Ṽ (t) = V̂

}
, τ ≥ t.



KINETIC LIMITS FOR WAVES IN A RANDOM MEDIUM 95

For a function of the form F (W, V̂ ) = 〈W,λ(V̂ )〉 with λ ∈ L∞(V;C1([0, L];S(R2d))),

the weak form of the infinitesimal generator of the Markov process generated by P̃ε
is then given by

d
dhE

P̃ε
W,V̂ ,t

{
〈W,λ(V̂ )〉

}
(t+ h)

∣∣∣
h=0

= 1
εα 〈W,Qλ〉+

〈
W,

(
εδ
∂

∂t
+ k · ∇x + ε

γ−δ
2

ε K[V̂ , x
εβ

]

)
λ

〉
,

(5.105)

where the operator K is defined as

K[V̂ , y]ψ(x, y, k, V̂ ) =
1

i

∫
Rd

dV̂ (p)

(2π)d
eip·y

[
ψ(x, y, k − ηp

2
)− ψ(x, y, k +

ηp

2
)
]
,

(5.106)
where η = ε1−β . Note that the operator K applied to smooth functions is of order
O(η).

Let Ft be the sub-σ-algebra onD([0, L];BW×V) generated by ((Vε(s),Wε(s)), 0 ≤
s ≤ t). Then (Gελ(t),Ft), where

Gελ(t) = 〈W,λ(V̂ )〉(t)−
∫ t

0

〈
W,

(
1

εα
Q+ εδ

∂

∂t
+ k · ∇x +

ε
γ−δ
2

ε
K[V̂ ,

x

εβ
]

)
λ

〉
(s)ds,

(5.107)

is a P̃ε-martingale.
Given a test function λ(z, x, k) ∈ C1([0, L];S) we construct a function

λε(z, x, k, V̂ ) = λ(z, x, k) + λε1(z, x, k, V̂ ) + λε2(z, x, k, V̂ ), (5.108)

where the functions λε1,2(t, x, k, V̂ ) = λ1,2(t, x, ε−βx, k, V̂ ) will be chosen to remove
high-order terms in the definition of the martingale (5.107). For functions of the

form λ(t, x, y, k, V̂ ), the operator in the brackets in (5.107) takes the form

ε−αQ+ εδ
∂

∂t
+ ε−βk · ∇y + k · ∇x + ε−1+ γ−δ

2 K[V̂ , y].

The first corrector is defined as the mean-zero (with respect to the invariant measure
of V ) solution to the Poisson equation

ε−αQλ1 + ε−βk · ∇yλ1 + ε−1+ γ−δ
2 K[V̂ , y]λ = 0. (5.109)

The latter solution is given explicitly by

λ1 =
εα+ γ−δ

2

iε

∫ ∞
0

drerQ
∫
Rd

dV̂ (p)

(2π)d
eirε

α−βk·p+iy·p
[
λ(x, k − ηp

2
)− λ(x, k +

ηp

2
)
]
.

(5.110)

For smooth test functions λ, we obtain that λ1 is at most of order O(ηεα+ γ−δ
2 −1) =

O(εα−β+ γ−δ
2 ).

The next-order corrector is given by

ε−αQλ2 + ε−βk · ∇yλ2 + ε−1+ γ−δ
2

(
K[V̂ , y]λ1 − E{K[V̂ , y]λ1}

)
= 0. (5.111)
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It admits an explicit expression, from which we deduce that it is at most of order
O(η2ε2α+γ−δ−2) = O(ε2α−2β+γ−δ). The expression for E{K[V̂ , y]λ1} is given by

E{K[V̂ , y]λ1}

= − ε
α+

γ−δ
2

ε E
{∫

Rd

dV̂ (p)

(2π)d
eip·y

∫ ∞
0

drerQ
∫
Rd

dV̂ (q)

(2π)d
eirε

α−β(k− ηp2 )·qeiy·q

×
(
λ(x, k − η p+ q

2
)− λ(x, k − η p− q

2
)
)

+ c.c.
}

= − ε
α+

γ−δ
2

ε

∫
Rd

∫ ∞
0

R̃(r, p)

(2π)d
eirε

α−β(k+ ηp
2 )·p

(
λ(x, k)− λ(x, k + ηp)

)
dp + c.c.

= − ε
α+

γ−δ
2

ε

∫
Rd

R̂(εα−β(k + η p2 ) · p, p)
(2π)d

(
λ(x, k)− λ(x, k + ηp)

)
dp

= − ε
α+

γ−δ
2

ε

∫
Rd

R̂(εα−1 |k|2−|ηp|2
2 , p− k

η )

(2π)d

(
λ(x, k)− λ(x,

p

η
)
)
dp.

The next-to-last expression is useful when β < 1, i.e., η � 1. The last expression is
useful when β = 1, i.e., η = 1.

Up to a lower order term, the drift term in the martingale (5.107) is thus given
by

εδ
∂λ

∂t
+ k · ∇λ+ ε−δLελ,

where

Lελ = εα+γ−2

∫
Rd

R̂(εα−β(k + η p2 ) · p, p)
(2π)d

(
λ(x, k + ηp)− λ(x, k)

)
dp

= εα+γ−2

∫
Rd

R̂(εα−1 |k|2−|ηp|2
2 , p− k

η )

(2π)d

(
λ(x,

p

η
)− λ(x, k)

)
dp.

(5.112)

The remainder is given by

ζε = (εδ
∂

∂t
+ k · ∇x)(λε1 + λε2) + ε−1+ γ−δ

2

(
K[V̂ , y]λ2

)
|y=ε−βx

.

The two main contributions are λ1 and Kλ2 and are of order

O(εα−β+ γ−δ
2 ) and O(ε2α−3β+ 3

2 (γ−δ)).

Consider the case α < β. There, we verify with γ = β that the error is the minimum
of

α < β : ζε = O(εα−
1
2 (β+δ) ∧ ε2α− 3

2 (β+δ)).

This requires that α > 3
4 (β + δ) in order for the error to be � 1. When α ≥ β,

so that δ = 0 since no diffusion is possible then, we verify that the error, with
γ = 2β − α, is

α ≥ β : ζε = O(ε
1
2α).

It remains to evaluate the limit of Lε in the various cases of interest. Let us
consider the case α > β. Then by simple Taylor expansion, we find using γ = 2β−α
that

lim
ε→0
Lελ =

1

2

(∫
Rd
R̂(0, p)(p · ∇k)2 dp

(2π)d

)
λ(x, k), β < 1,

=

∫
Rd

R̂(0, p− k)

(2π)d

(
λ(x, k)− λ(x, p)

)
dp, β = 1.

(5.113)
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The first contribution explicitly uses the fact that R̂ and its derivative with respect
to the first variable are even with respect to all variables. Consider now the case
α = β. We verify that

lim
ε→0
Lελ =

1

2

(∫
Rd
R̂(k · p, p)(p · ∇k)2 dp

(2π)d

)
λ(x, k), β < 1,

=

∫
Rd

R̂( 1
2 |k|

2 − 1
2 |p|

2, p− k)

(2π)d

(
λ(x, k)− λ(x, p)

)
dp, β = 1.

(5.114)

We finally consider the more delicate case α < β with γ = β. The limits are
given by

lim
ε→0
Lελ =

1

2

(∫
Rd
δ(k · p)R̂0(p)(p · ∇k)2 dp

(2π)d

)
λ(x, k), β < 1,

=

∫
Rd
δ
( |k|2 − |p|2

2

) R̂0(p− k)

(2π)d

(
λ(x, k)− λ(x, p)

)
dp, β = 1.

(5.115)

Here R̂0(p) =
∫
R R̂(v, p)dv. The proof is given in Lemma 5.18 for the case β = 1.

Moreover, the same lemma shows that, denoting by L the above limit, ε−δ(Lε−L)λ
converges to 0 in the L2 sense for sufficiently small values of δ. More precisely, the
latter is of order ε(β−α)/2−δ so that 2δ < β − α is necessary. This allows us to pass
to the diffusive limit. The case β < 1 is handled similarly.
Approximations of operators.

Let R̂(v, p) be a smooth even powerspectrum and let us define

R̂0(p) =

∫
R
R̂(v, p)dv. (5.116)

We consider the following difference

I(k) =

∫ (
ηR̂(η

k2 − p2

2
, k − p)− δ

(k2 − p2

2

)
R̂0(p− k)

)
(λ(k)− λ(p))dp, (5.117)

for λ a smooth test function λ(k) ∈ D(Rd), which moreover we assume is supported
away from k = 0. Then we have the following result

Lemma 5.18. Let λ(k) ∈ D(Rd) supported away from k = 0. We assume that R̂

is a smooth (non-negative) function such that v → |v|R̂(v, ·) is uniformly integrable

and such that the integral of R̂(v) over |v| ≥ V is of order V −1.
Then we verify that

‖I‖Lp(Rdk) ≤ Cλη1/p, 1 ≤ p ≤ ∞. (5.118)

Proof. Let us first consider

I1(k) =

∫
Rd

(
ηR̂(η

|k|2 − |p|2

2
, k−p)−δ

( |k|2 − |p|2
2

)
R̂0(p−k)

)
(λ(|k|k̂)−λ(|k|p̂))dp,

(5.119)

where k̂ = k/|k|. Using the change of variables 0 < |p| → v(|p|) = 1
2 (|k|2 − |p|2),

and p = |p|d−1dpdp̂, and the definition µ(v) = |p|d−1(v)dp/dv, we calculate that∫
Rd
ηR̂(η

|k|2 − |p|2

2
, k − p)(λ(|k|k̂)− λ(|k|p̂))dp

=

∫
ηR̂(ηv, p− p(v)p̂)(λ(|k|k̂)− λ(|k|p̂))µ(v)dvdp̂.
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Now for k away from 0, we verify that∫ |k|2/2
−∞

ηR̂(ηv, p− p(v)dp̂)µ(v)dv = R̂0(k − |k|p̂)µ(0) +O(η−1).

Using the integrability and boundedness of λ in k and the change of variables
|k|δ( 1

2 (|p|2 − |k|2)) = δ(|k| − |p|), we deduce that

‖I1‖Lp(Rdk) ≤
C

η
, 1 ≤ p ≤ ∞.

It remains to address the term

I2(k) =

∫
Rd
ηR̂(η

|k|2 − |p|2

2
, k − p)(λ(|k|p̂)− λ(|p|p̂))dp. (5.120)

Note that I(k) = I1(k) + I2(k). We verify as above that ‖I2‖L∞(Rdk) ≤ C and

calculate that∫
Rd
|I2(k)|dk ≤

∫
R2d

R̂(v, k − |p|(v
η

)p̂)
∣∣∣λ(k)− λ(|p|(v

η
)p̂)
∣∣∣µ(

v

η
)dvdp̂dk. (5.121)

Now for |v| ≤ η, the regularity of λ and |p| → v(|p|) imply the existence of a function
ϕ(k) ∈ D(Rd), which we can also choose supported away from k = 0 though with a
larger support than λ, such that∣∣∣λ(kp)− λ(p(

v

η
)p̂)
∣∣∣ ≤ C |v|

η
ϕ(k), |v| ≤ η.

This shows that the contribution in (5.121) for |v| ≤ η is bounded by O(η−1) since

|v|R̂(v, ·) is integrable. The other contribution |v| ≥ η yields a contribution bounded

by
∫
|v|≥η R̂(v, ·)dv ≤ Cη−1 by hypothesis on R̂. This shows that ‖I2‖L1(Rd) ≤ Cη−1.

The result follows by interpolation for 1 ≤ p ≤ ∞.

6. Kinetic models for correlations. So far, we have used the radiative transfer,
Fokker Planck, and diffusion equations to model the energy density of the waves.
The energy density may be seen as the correlation function of a random field with
itself, as is apparent from the definition of the Wigner transform. More generally,
we may consider the correlation function of two vector fields, corresponding, for
instance, to different initial conditions, and propagating possibly in two different
media. We will see later in this section applications for such correlation functions.
Such correlations also satisfy kinetic models, and in this section we describe the
corresponding kinetic models.

6.1. Radiative transport equations for correlations. We first consider the
weak-coupling regime for the Schrödinger equation

iε
∂ψj,ε
∂t

+
ε2

2
∆ψj,ε −

√
εVj(

x

ε
)ψj,ε = 0, (6.1)

for j = 1, 2 corresponding to two possibly different media.
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6.1.1. Formal derivation with iterated Duhamel expansion. As is standard in all
kinetic models derived so far, in the limiting equation, the influence of the random
fluctuations is characterized by the covariance function of the random potentials
defined by

Rmn(x) = E {Vm(y)Vn(y + x)} , m, n = 1, 2. (6.2)

The power spectra R̂mn(k) are then their Fourier transforms. The correlation func-
tion of the two wave fields after Fourier transform is defined as the following Wigner
transform

Wε(t, x, k) =

∫
R3

eik·yψ1ε(t, x−
εy

2
)ψ∗2ε(t, x+

εy

2
)
dy

(2π)d
. (6.3)

We assume here that d = 3 to simplify. First we obtain that Wε solves the following
equation:

∂Wε

∂t
+ k · ∇Wε =

∫
R3

Kε(x, k − p)Wε(t, x, p)dp, (6.4)

where the convolution kernel Kε is given by

Kε(x, p) =
1

iπ3
√
ε

(
V̂1(2p)ei2p·x/ε − V̂2(−2p)e−i2p·x/ε

)
. (6.5)

Inverting the free transport operator ∂t + k · ∇ we obtain that

Wε(t, x, k) = Wε(0, x− tk, k) +

∫ t

0

∫
Kε(x− sk, k − p)Wε(t− s, x− sk, p)dpds.

After one more iteration we have

Wε(t, x, k)

= Wε(0, x− tk, k) +

∫ t

0

∫
Kε(x− sk, k − p)Wε(0, x− sk − (t− s)p, p)dpds

+

∫ t

0

∫
Kε(x− sk, k − p)

∫ t−s

0

∫
Kε(x− sk − up, p− q)

×Wε(t− s− u, x− sk − up, q)dqdudpds.
(6.6)

We now average the above equation with respect to the realizations of the random
medium. We assume that E {Kε ⊗KεWε} = E {Kε ⊗Kε}E {Wε} and that Wε is
sufficiently smooth. Of course, this assumption is only formal and cannot be justified
but it is exactly equivalent to the assumptions about the leading order term in the
asymptotic expansions for the Wigner transform that we have considered previously
in our formal arguments. It is known to yield the correct result in the weak coupling
regime where rigorous derivations are also available. In the following section, we
will present a rigorous result obtained in the setting of Schrödinger equations with
time dependent potentials.

Using that

E
{
V̂m(p)V̂n(q)

}
= (2π)3R̂mn(p)δ(p+ q), m, n = 1, 2,
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we deduce that

E {Kε(y, k − p)Kε(y − up, p− q)}

= − 1

π3ε

(
R̂11(2(k − p))e2i(k−p)·pu/εδ(k − q)− R̂12(2(k − p))e2i(k−p)·pu/εδ(k + q − 2p)

−R̂21(−2(k − p))e−2i(k−p)·pu/εδ(k + q − 2p) + R̂22(2(k − p))e−2i(k−p)·pu/εδ(k − p)
)
.

The power spectrum R̂mn is a 2×2 positive definite matrix such that R̂mn(−p) =

R̂nm(p), m,n = 1, 2. After the changes of variables 2p − k → p and u → εu and
replacing Wε(t− s− εu, x− sk− εup, q) by Wε(t− s, x− sk, q) we deduce that the
ensemble average of the last term in (6.6) is approximated by∫ t

0

∫ ∫ (t−s)/ε

0

(
− eiu

|k|2−|p|2
2 R11(p− k)− e−iu

|k|2−|p|2
2 R22(p− k)

)
×E {Wε} (t− s, x− sk, k) +

(
eiu
|k|2−|p|2

2 + e−iu
|k|2−|p|2

2

)
R21(p− k)

×E {Wε} (t− s, x− sk, p)dudpds
(2π)3

. (6.7)

We now pass to the limit ε → 0 and replace E {Wε} by its limit W . We first
observe that ∫ ∞

0

e±iuωdu = πδ(ω)± i

ω
.

Thus in the limit ε→ 0 we obtain the equation

W (t, x, k) = W (0, x− tk, k) +

∫ t

0

(∫
R̂21(p− k)W (t− s, x− sk, p)

×δ( |k|
2 − |p|2

2
)
dp

(2π)2
− (Σ(k) + iΠ(k))W (t− s, x− sk, k)

)
ds,

where the total absorption and phase modulation terms are given by

Σ(k) =

∫
R̂11(p− k) + R̂22(p− k)

2
δ(
|k|2 − |p|2

2
)
dp

(2π)2

Π(k) =

∫ (
R̂11(p− k)− R̂22(p− k)

) 2

|k|2 − |p|2
dp

(2π)3
.

(6.8)

The latter integral defining Π has to be understood in the principal value sense. We
assume that the power spectrum R̂mn is such that the above integrals exist. This
is the integral formulation of the following radiative transfer equation

∂W

∂t
+ k · ∇W + (Σ(k) + iΠ(k))W =

∫
R̂21(p− k)W (t, x, p)δ(

|k|2 − |p|2

2
)
dp

(2π)2
.

(6.9)
The initial conditions for W are given by the Wigner transform of the two fields
ψj,ε. These initial conditions need not be equal.

Such derivations may be generalized to other equations; for an explicit expression
for acoustic wave equations, we refer the reader to [21].
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6.1.2. Rigorous results for time dependent potentials. We consider in this section the
general problem of the correlation of solutions of the linear paraxial Schrödinger
equations in two different albeit correlated random media. We let ψε(t, x) and
φε(t, x) be the solutions of the family of Cauchy problems

iε
∂ψε
∂t

+
ε2

2
∆ψε − κ2

√
εV1

(
t

ε
,
x

ε

)
ψε = 0 (6.10)

ψε(0, x) = ψ0
ε(x; ζ)

and

iε
∂φε
∂t

+
ε2

2
∆φε −

√
εV2

(
t

ε
,
x

ε

)
φε = 0, (6.11)

φε(0, x) = φ0
ε(x; ζ)

with two different random potentials V1 and V2. The initial data depend on an
additional random variable ζ defined over a state space S with a probability measure
dµ(ζ), as we are going, once again, to consider mixtures of states. The cross Wigner
transform is defined by

Wε(t, x, k) =

∫
Rd×S

eik·yψε

(
t, x− εy

2
; ζ
)
φ̄ε

(
t, x+

εy

2
; ζ
) dy

(2π)d
dµ(ζ).

The evolution equation for the Wigner transform is

∂Wε

∂t
+ k · ∇xWε

= 1
i
√
ε

∫
Rd e

ip·x/ε
[
Ṽ1

(
t
ε , p
)
Wε

(
k − p

2

)
− Ṽ2

(
t
ε , p
)
Wε

(
k + p

2

)]
dp

(2π)d
.

(6.12)

Here Ṽ (t, p) is the partial Fourier transform of V (t, x) in x only. We will make
the same assumptions as in Section 5: we assume that the initial data Wε(0, x, k)
converges strongly in L2(Rd ×Rd) to a limit W0(x, k), which is possible due to the
introduction of the mixture of states . We also make all the assumptions on the
random processes V1,2(z) that we assumed about V (t, x) in Section 5, so we do not
repeat them here.

The main result of this section is that under the above assumptions, the following
theorem holds. Let us define the operator

Lf(x, k) =

∫
Rd

[
R̂12(p

2−k2
2 , p− k)W0(p)− R̂11( p

2−k2
2 ,p−k)+R̂22( p

2−k2
2 ,p−k)

2 W0(k)

]
× dp

(2π)d
− iΠ(k)W0(k)

with

Π(k) =
1

i

∫
R
dr

∫
Rd

dp
(2π)d

R̃22(r,p)−R̃11(r,p)
2 exp{ir(k − p/2) · p}sgn(r)

=

∫
Rd

p.v.

∫
R

R̂22(ω, k − p)− R̂11(ω, k − p)
ω − |p|

2−|k|2
2

dωdp

(2π)d+1
.

Here, R̃(r, p) is the partial Fourier transform of R in x only. We denote the standard
inner product on L2(R2d) by 〈f, g〉 =

∫
R2d f(x, k)ḡ(x, k)dxdk. Then we have the

following result.
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Theorem 6.1. Under the above assumptions, the Wigner distribution Wε converges
in probability and weakly in L2(R2d) to the solution W of the transport equation

∂W

∂t
+ k · ∇xW = LW. (6.13)

More precisely, for any test function λ ∈ L2(R2d) the process 〈Wε(t), λ〉 converges
to 〈W (z), λ〉 in probability as ε→ 0, uniformly on finite intervals 0 ≤ t ≤ T .

The proof of the above theorem is very similar to that of Theorem 5.10. We refer
the reader to [20] for the details.

6.1.3. Correlations and Itô-Schrödinger models. The above results may also be de-
rived for the Itô-Schrödinger model (white noise limit) for wave propagation. Since
we have access to exact equations for moments of the wave functions, the derivation
is significantly simplified.

Let ψ1 and ψ2 satisfy

dψm(t, x) =
1

2

(
iε∆x −Km(0)

)
ψm(t, x)dt+ iψm(t, x)Bm(dt,

x

ε
), m = 1, 2.

(6.14)
The Wiener measures B1,2 are described by different statistics K1,2 for the for-
ward propagation (index 1) and the backward propagation (index 2). The cross-
correlation of the two media, is defined by

E{Bm(x, t)Bn(y, t′)} = Kmn(x− y)t ∧ t′, 1 ≤ m,n ≤ 2. (6.15)

We define the second moment m2(x, y) as

m2(t, x, y, κ) = E{ψ1(t, x+
εy

2
, κ)ψ∗2(t, x− εy

2
, κ)}. (6.16)

By an application of the Itô calculus [66] we obtain that

d(ψ1(t, x)ψ∗2(t, y)) = ψ1(t, x)dψ∗2(t, y) + dψ1(t, x)ψ∗2(t, y) + dψ1(t, x)dψ∗2(t, y).

We insert (6.14) into the above formula and taking mathematical expectation, ob-
tain after some algebra [2] an equation for m2:

∂m2

∂t
= ∇x · ∇ym2 −

(K11(0) +K22(0)

2
−K12(y)

)
m2. (6.17)

Now, defining the Wigner transform of the two fields as

W12(t, x, k) =
1

(2π)d

∫
Rd
eik·xψ1(t, x− εy

2
)ψ∗2(t, x+

εy

2
)dy, (6.18)

we find that

m2(t, x, y) =

∫
Rd
eik·yE{W12}(t, x, k, κ)dk. (6.19)

Therefore, E{W12} solves the following equation:

∂W

∂t
+ k · ∇xW +

K11(0) +K22(0)

2
W =

∫
Rd
K̂12(p− k)W (p)dp. (6.20)

The initial condition for W is simply given by the Wigner transform of the two wave
fields (in the limit ε → 0). This formal derivation may be turned into a rigorous
derivation as in the case of energy densities: see [20].
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6.2. Fokker-Planck equation for correlations. Equations for correlation func-
tions may also be obtained when the correlation length is much larger than the
wavelength. In such a regime, we recall that the energy density solves a Fokker-
Planck equation in the limit of vanishing correlation length.

Let us assume that propagation occurs in media with some mismatch. The
function ψε satisfies

iε
∂ψε
∂t

+
ε2

2
∆ψε − Vδ(x)ψε = 0 (6.21)

and the function φε satisfies

iε
∂φε
∂t

+
ε2

2
∆φε − [Vδ(x) + εSδ(x)]φε = 0. (6.22)

Both of the functions φε and ψε satisfy initially

ψε(0, x) = φε(0, x) = φε0(x) (6.23)

to simplify, although different initial conditions can also be considered as in the
preceding section. The family φ0

ε is ε-oscillatory and compact at infinity. The
random potentials Vδ and Sδ vary on a scale δ that is much larger than the wave
length ε of the initial data but is much smaller than the overall propagation distance
that is of the order O(1): ε � δ � 1. To keep a non-trivial correlation of ψε and
φε the mismatch of the potentials has to be weak – hence the coefficient ε in front
of Sδ. We will see that in order to produce an order one contribution we will have
eventually to take Sδ(x) = δ−1/2S(x/δ) making the overall strength of the mismatch

be of the order O(ε/
√
δ).

In order to study the correlation of ψε and φε we introduce the cross Wigner
transform as

Wε(t, x, k) =

∫
eik·yψε

(
t, x− εy

2

)
φ̄ε

(
t, x+

εy

2

) dy

(2π)d
. (6.24)

The distribution Wε(t, x, k) does not have to be real if φε 6= ψε. Its phase measures
the decoherence of the functions φε and ψε. In order to obtain an equation for Wε

we differentiate the Wigner transform with respect to time:

∂Wε

∂t
+ k · ∇xWε

= 1
iε

∫
eik·y

[
Vδ
(
x− εy

2

)
− Vδ

(
x+ εy

2

)
− εSδ

(
x+ εy

2

)]
ψε
(
x− εy

2

)
φ̄ε
(
x+ εy

2

)
dy

(2π)d
.

Passing to the limit ε→ 0 we obtain an equation for the distribution Wδ(t, x, k),
the weak limit of Wε as ε→ 0:

∂Wδ

∂t
+ k · ∇xWδ −∇Vδ(x) · ∇kWδ = iSδ(x)Wδ. (6.25)

In order to obtain a non-trivial limit of Wδ(t, x, k) as the correlation length δ → 0
we choose the random potential Vδ(x) and the mismatch Sδ(x) to be of the form

Vδ(x) =
√
δV
(x
δ

)
, Sδ(x) =

1√
δ
S
(x
δ

)
.

Then (6.25) becomes

∂Wδ

∂t
+ k · ∇xWδ −

1√
δ
∇V

(x
δ

)
· ∇kWδ =

i√
δ
S
(x
δ

)
Wδ (6.26)

W (0, x, k) = W0(x, k).
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The initial data W0(x, k) is simply the limit Wigner measure of the family φ0
ε.

Equation (6.26) is the starting point of our analysis.
A formal derivation of the Fokker-Planck limit may be obtained as follows. We

introduce a multiple scales expansion

Wδ = W (t, x, k) +
√
δW1(t, x, y, k) + δW2(t, x, y, k) + . . . , y = x/δ

and insert it into (6.26). As usual we make an additional assumption that the
leading order term W (t, x, k) is deterministic and does not depend on the fast scale
variable y. In the leading order we obtain

k · ∇yW1 + θW1 = ∇V (y) · ∇kW + iS (y)W.

Here θ > 0 is an auxiliary regularizing parameter that we will send to zero at the
end. Define the correctors χj and η as mean-zero solutions of

k · ∇yχj + θχj =
∂V

∂yj

k · ∇yη + θη = S(y).

They are given explicitly by

χj(y, k) =

∫ ∞
0

∂V (y − sk)

∂yj
e−θsds (6.27)

and

η(y, k) =

∫ ∞
0

e−θsS(y − sk)ds. (6.28)

The function W1 is given in terms of the correctors as

W1(t, x, y, k) =

d∑
j=1

χj(y, k)
∂W (t, x, k)

∂kj
+ iη(y, k)W (t, x, k).

The equation for W2 is

∂W

∂t
+ k · ∇xW + k · ∇yW2 = ∇V (y) · ∇kW1 + iS(y)W1.

Averaging under the assumption that E{k · ∇yW2} = 0 we obtain the following
closed equation for the leading order term W :

∂W

∂t
+ k · ∇xW = E {∇V (y) · ∇kW1 + iS(y)W1} = JI + JII . (6.29)

The two terms on the right side are computed using the explicit expressions (6.27)
and (6.28) for the correctors. The first term may be split as

JI = E {∇V (y) · ∇kW1} = J1
I + J2

I

with

J1
I = E

{
∂V

∂yj
(y)

∂

∂kj

[
χm(y, k)

∂W (t, x, k)

∂km

]}
=

∂

∂kj

[
E
{
∂V

∂yj
(y)

∫ ∞
0

∂V (y − sk)

∂ym
e−θsds

}
∂W (t, x, k)

∂km

]
=

∂

∂kj

(
Djm(k)

∂W (t, x, k)

∂km

)
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where the diffusion matrix Djm is given by

Dmn(k) = − 1
2

∫ ∞
−∞

∂2RV V (ks)

∂xn∂xm
ds

= − 1
2|k|

∫ ∞
−∞

∂2RV V (sk̂)
∂xn∂xm

ds, m, n = 1, . . . , d, k̂ = k/|k|.
(6.30)

The term J2
I is

J2
I = E

{
∂V

∂yj
(y)

∂

∂kj
[iη(y, k)W (t, x, k)]

}
= i

∂

∂kj

[
E
{
∂V

∂yj
(y)

∫ ∞
0

S(y − sk)e−θsds

}
W (t, x, k)

]
= i

∂

∂kj

(
E′j(k)W (t, x, k)

)
with the drift

E′j(k) =

∫ ∞
0

∂RSV (sk)

∂xj
ds.

Now we look at the second term in the right side of (6.29)

JII = E {iS(y)W1} = J1
II + J2

II (6.31)

with

J1
II = E

{
iS(y)χm(y, k)

∂W (t, x, k)

∂km

}
= iE

{
S(y)

∫ ∞
0

∂V (y − sk)

∂ym
e−θsds

}
∂W (t, x, k)

∂km

= iE′′m(k)
∂W (t, x, k)

∂km

with

E′′m = −
∫ ∞

0

∂RV S(sk)

∂xj
ds =

∫ ∞
0

∂RSV (−sk)

∂xj
ds =

∫ 0

−∞

∂RSV (sk)

∂xj
ds.

Note that

J2
I + J1

II = i
∂

∂kj

(
E′j(k)W (t, x, k)

)
+ iFm(k)

∂W (t, x, k)

∂km

= i(E′j + E′′j )
∂W (t, x, k)

∂kj
+ i(∇k · E′)W (t, x, k)

= Ej
∂W (t, x, k)

∂kj
+ FW (t, x, k)

with

Ej = E′j + E′′j =

∫ ∞
−∞

∂RSV (sk)

∂xj
ds (6.32)

and

F = ∇k · E′ =

∫ ∞
0

s∆RSV (sk)ds. (6.33)

The last term in (6.31) is

J2
II = E {iS(z)η(z, k)W (t, x, k)} = −κ(k)W (t, x, k)
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with the absorption coefficient

κ(k) =

∫ ∞
0

RSS(sk)ds. (6.34)

Putting together all the terms above we get the equation for W :

∂W

∂t
+ k · ∇xW = iE(k) · ∇kW + iF (k)W +

∂

∂km

(
Dmn(k)

∂W

∂kn

)
− κ(k)W. (6.35)

If S and V are independent then F = E = 0 and this simplifies to

∂W

∂t
+ k · ∇xW =

∂

∂km

(
Dmn(k)

∂W

∂kn

)
− κ(k)W. (6.36)

In its simplest version, we therefore see that a mismatch in the random fluctuations
generates absorption κ(k) for the limiting correlation function W . This is consistent
with the picture obtained for the radiative transfer equation in the preceding section.

6.3. More general models for correlations. The preceding kinetic equations
for correlations were derived for a Schödinger wave model. Kinetic equations may be
obtained for more general dispersive and non-dispersive wave models. Such models
were derived for scalar wave field models in e.g. [3]. We will present a brief summary
of the kinetic models derived in that reference, to which we refer the reader for the
details.

Consider an equation of the form

R(εDt)pε +Hεpε = 0, Hε = bε(x)β(εDx)dε(x)γ(εDx). (6.37)

The operators R(εDt), β(εDx), and γ(εDx) are pseudo-differential operators with
constant coefficients and with symbols defined by R(iεω), β(iεk), and γ(εik), re-
spectively. This means that R(εDt) = F−1R(εiω)F , where F is the Fourier trans-
form, with similar expressions for β(εDx) and γ(εDx). We assume that R(iω) is
real-valued and that β(εDx) is the formal adjoint operator to γ(εDx).

For instance, the scalar wave equation

1

c2(x)
∂2
t p = ∆p,

corresponds to the case R(iω) = −ω2 and γ(ik) = ik with b(x) = c2 and d(x) = 1.
The advantage of the formulation (6.37) is that other (dispersive) equations such

as Klein Gordon with R(iω) = −ω2 + α2 or Schrödinger with R(iω) = −ω. Dis-
cretization effects may also be accounted for, for instance by choosing R(iω) =
i sinω∆

∆ , where ∆ is a time discretization step. The derivation of kinetic models is
thus possible for a large class of wave models. Here, as in [3], we restrict ourselves to
scalar models although the generalization to vectorial wave models is possible. The
above model (6.37) is not sufficiently general to account for spatial operators of the
form −∆ + Vε as for the Schrödinger equation. We thus consider scalar equations
of the form

R(εDt)p
ϕ
ε +Hϕε pϕε = 0, Hϕε =

M∑
µ=1

Hϕµε, 1 ≤ ϕ ≤ 2,

Hϕµε = bϕµε(x)βµ(εDx)dϕµε(x)γµ(εDx), 1 ≤ ϕ ≤ 2, 1 ≤ µ ≤M.

(6.38)
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Here M ≥ 1 is a fixed positive integer. We define the operators

H(x, k) =

N∑
µ=1

Hµ(x, k),

Hµ(x, k) = bµ0(x)dµ0(x)βµ(ik)γµ(ik),

for 1 ≤ µ ≤ M . We assume that the random fluctuations and the power spectra
are given by

bϕµε(x) = bµ0(x) +
√
εbϕµ1(x,

x

ε
), dϕµε(x) = dµ0(x) +

√
εdϕµ1(x,

x

ε
),

(2π)dxµ0yµ0R̂
ϕψ
µνxy(x, p)δ(p+ q) = E

{
x̂ϕµ1(x, p)ŷψν1(x, q)

}
(x, y) ∈ {(b, b), (b, d), (d, d)}, 1 ≤ ϕ,ψ ≤ 2, 1 ≤ µ, ν ≤M.

(6.39)

Let us now define the Wigner transform of the two wave fields:

Wε(t, ω, x, k) = W [p1
ε, p

2
ε](t, ω, x, k).

We want to find a kinetic model to represent the evolution of Wε(t, ω, x, k) in the
limit ε→ 0. Since the random fluctuations have a negligible effect on the dispersion
relation, we find that (

R(iω) +H(x, k)
)
W (t, ω, x, k) = 0. (6.40)

This implies that W (t, ω, x, k) is a distribution supported on the manifold given by

R(iω) +H(x, k) = 0, (6.41)

which we assume admits ωn(x, k) as distinct solutions. We assume that all solutions
ωn(x, k) are real-valued. When R(iω) = S(ω2), they come in pairs ω−n = ωn. The
(even) number of modes indexed by n may be finite or infinite but is assumed to be
independent of (x, k). This generalizes the case of the wave equation where n = ±1.
This allows us to decompose W0 as

W0(t, ω, x, k) = b0(x)
∑
n

an(t, x, k)δ(ω − ωn(x, k)). (6.42)

In other words, the correlation function peaks at those values of ω given by the dis-
persion relation. It remains to find equations for the various amplitudes an(t, x, k).
Generalizations of the techniques developed earlier in this paper allow us to obtain
that the modes am(t, x, k) then satisfy the following equation

∂am
∂t

+ {ωm(x, k), am}+
(
Σm(x, k) + iΠm(x, k)

)
am

=

∫
Rd
σm(x, k, q)

∑
n

an(q)δ
(
ωn(x, q)− ωm(x, k)

)
dq.

(6.43)

Here, the Poisson bracket is defined as

{P,W}(x, k) = (∇xP · ∇kW −∇xW · ∇kP )(x, k). (6.44)
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The coefficients appearing in the above kinetic equation have the form

Σm(x, k) =

∫
Rd

M∑
µ,ν=1

B11
µν(x, k, q) +B22

µν(x, k, q)

2|R′(iωm(x, k))|2
∑
n

×δ
(
ωn(x, q)− ωm(x, k)

) dq

(2π)d−1
,

Πm(x, k) =
1

R′(iωm(x, k))
p.v.

∫
Rd

M∑
µ,ν=1

B11
µν(x, k, q)−B22

µν(x, k, q)

H(x, k)−H(x, q)

dq

(2π)d
,

σm(x, k, q) =

M∑
µ,ν=1

B12
µν(x, k, q)

|R′(iωm(x, k))|2
1

(2π)d−1
,

αϕµ(x, p, k, q) = dµ0(x)b̂ϕµ1(x, p)βµ(iq)γµ(iq) + bµ0(x)d̂ϕµ1(x, p)βµ(ik)γµ(iq),

Bϕψµν (x, k, q)δ(0) = (2π)−dE
{
αϕµ(x, k − q, k, q)αψν (x, q − k, q, k)

}
.

(6.45)
Such models may be applied for scalar wave equations, Klein-Gordon equations,
Schrödinger equations as we mentioned earlier, but also for some systems of Maxwell’s
equations; see [3] for the details.

The above kinetic equations were obtained for scalar wave models. There is
no fundamental difficulty to extend the algebra to the systems analyzed in [71]
although such calculations have not been carried out to date, except for the system
of acoustic waves that will be presented below.

7. Application to time reversal.

7.1. Time reversal modeling. Propagation of acoustic waves is described by the
following linear hyperbolic system

A(x)
∂u

∂t
+Dj ∂u

∂xj
= 0, x ∈ R3 (7.1)

with the vector u = (v, p) ∈ C4. The matrix A = Diag(ρ, ρ, ρ, κ) is positive definite.
We recall that the 4×4 matrices Dj , j = 1, 2, 3, are symmetric and given by Dj

mn =
δm4δnj + δn4δmj . We use the Einstein convention of summation over repeated
indices. We restrict ourselves to the case of dimension d = 3 for concreteness
although spatial dimension d ≥ 2 may be treated similarly.

The time reversal experiment considered here consists of two steps. First, the
direct problem

A(x)
∂u

∂t
+Dj ∂u

∂xj
= 0, 0 ≤ t ≤ T (7.2)

u(0, x) = S(x)

with a localized source S centered at a point x0 is solved until time t = T to
yield u(T−, x). At time T , the signal is recorded and processed. The processing is
modeled by an amplification function χ(x), a blurring kernel f(x), and a (possibly
spatially varying) time reversal matrix Γ(x), which in the ideal case is given by
Γ = Γ0 = Diag(−1,−1,−1, 1). After processing, we have

u(T+, x) = Γ(f ∗ (χu))(T−, x)χ(x). (7.3)
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The processed signal then propagates for the same time duration T :

A(x)
∂u

∂t
+Dj ∂u

∂xj
= 0, T ≤ t ≤ 2T (7.4)

u(T+, x) = Γ(f ∗ (χu))(T−, x)χ(x).

To compare the signal u(2T, x) with the initial pulse S, we need to reverse the
acoustic velocity once again and define the back-propagated signal

uB(x) = Γ0u(2T, x).

The main question is whether the back-propagated signal uB(x) = Γ0u(2T, x) refo-
cuses at the location of the original source S(x) and how the original signal has been
modified by the time reversal procedure. Notice that in the case of full (Ω = R3)
and exact (f(x) = δ(x)) measurements with Γ = Diag(−1,−1,−1, 1), the time-
reversibility of first-order hyperbolic systems implies that uB(x) = S(x), which
corresponds to exact refocusing.

When only partial measurements are available we shall see that u(2T, x) is closer
to ΓS(x) when propagation occurs in a heterogeneous medium than in a homoge-
neous medium. This is one of the main striking results of the theory of time reversal.
Kinetic models offer a very precise quantitative description of this behavior.

7.2. Kinetic model for the refocusing signal. Let G(T, x; z) be the Green
matrix solution of

A(x)
∂G(t, x; y)

∂t
+Dj ∂G(t, x; y)

∂xj
= 0, 0 ≤ t ≤ T (7.5)

G(0, x; y) = Iδ(x− y).

The back-propagated signal may thus be written as

uB(x) = Γ0u(2T, x) =

∫
R9

Γ0G(T, x; y)Γ(y′)G(T, y′; z)χ(y)χ(y′)f(y−y′)S(z)dydy′dz.

(7.6)
We observe that the signal involves the product of two Green’s functions, which
has the units of an energy density. It is therefore tempting to believe that in some
regimes such a product will be the solution of a kinetic equation and that the kinetic
model will offer the right transition kernel from the source S to the back-propagated
signal uB .

We consider an asymptotic solution of the time reversal problem when the sup-
port λ of the initial pulse S(x) is much smaller than the distance L of propagation
between the source and the recording array: ε = λ/L � 1. We also take the size
a of the array comparable to L: a/L = O(1). We consequently consider the initial
pulse to be of the form

u(0, x) = S(
x− x0

ε
).

Here x0 is the location of the source. The transducers obviously have to be capable
of capturing signals of frequency ε−1 and blurring should happen on the scale of
the source, so we replace f(x) by ε−df(ε−1x). Finally, we are interested in the
refocusing properties of uB(x) in the vicinity of x0. We therefore introduce the
scaling x = x0 + εξ. With these changes of variables, expression (7.6) is recast as

uB(ξ;x0) =

∫
R9

Γ0G(T, x0 + εξ; y)Γ(y′)G(T, y′;x0 + εz)χ(y, y′)S(z)dydy′dz,
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where

χ(y, y′) = χ(y)χ(y′)f(
y − y′

ε
). (7.7)

We are interested in the limit of uB(ξ;x0) as ε→ 0.
Let us introduce some notation. We define the adjoint Green’s matrix, solution

of
∂G∗(t, x; y)

∂t
A(x) +

∂G∗(t, x; y)

∂xj
Dj = 0

G∗(0, x; y) = Γ(x)Γ0A
−1(x)δ(x− y).

(7.8)

This solution is useful because G∗(t, x; y) = Γ(y)G(t, y;x)A−1(x)Γ0. Define now

Q(T, x; q) =

∫
Rd
G(T, x; y)χ(y)eiq·y/εdy,

Q∗(T, x; q) =

∫
Rd
G∗(T, x; y)χ(y)e−iq·y/εdy,

(7.9)

and the Wigner measure

Wε(t, x, k) =

∫
Rd
f̂(q)Uε(t, x, k; q)dq, (7.10)

where

Uε(t, x, k; q) =

∫
Rd
eik·yQ(t, x− εy

2
; q)Q∗(t, x+

εy

2
; q)

dy

(2π)d
. (7.11)

Then some algebra [18] shows that

uB(ξ;x0) =

∫
R6

eik·(ξ−z)Γ0Wε(T, x0 + ε
z + ξ

2
, k)Γ0A(x0 + εz)S(z)

dzdk

(2π)d
. (7.12)

We have thus reduced the analysis of u(ξ;x0) as ε→ 0 to that of the asymptotic
properties of the Wigner transform Wε. But we already know that the Wigner
transform solves a kinetic equation in appropriate regimes of wave propagation. In
the weak-coupling regime for instance, we obtain for sources of the form

S(x) =

(
∇φ(x)
p(x)

)
(7.13)

that in the limit ε→ 0, the Fourier transform ξ → k of the back-propagated signal
is given by

ûB(k;x0) = a−(T, x0, k)Ŝ+(k)b+(x0, k) + a+(T, x0, k)Ŝ−(k)b−(x0, k). (7.14)

The eigenvectors b± associated to the eigenvalues ω±(x, k) = ±c(x)|k| of the dis-
persion relation are as in (4.71).

The propagating amplitudes a± solve the following kinetic model

∂a±
∂t
± c0k̂ · ∇xa± =

∫
Rd
σ(k, p)(a±(t, x, p)− a±(t, x, k))δ(c0(|k| − |p|))dp (7.15)

The scattering coefficient σ(k, p) is the same as before. The initial conditions for
the amplitudes a± are given by

a±(0, x, k) = |χ(x)|2f̂(k)(A0(x)Γ(x)b∓(x, k) · b±(x, k)). (7.16)

Here A0 = Diag(ρ0, ρ0, ρ0, κ0). Note that when Γ(x) = Γ0, then a±(0, x, k) =

|χ(x)|2f̂(k).
We thus see that the refocusing properties of the time reversal experiment are

captured by the behavior of the amplitudes a±.
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7.3. The random medium in time reversal: a filtering process. Equation
(7.14) thus shows that the underlying medium acts as a filter for the time reversal
experiment. A refocused signal will be “good” if it looks like the emitted signal.
This means that the filter in (7.14) should be as close as possible to a constant
value.

In a homogeneous medium with Γ(x) = Γ0, we observe that

a±(t, x0, k) = |χ(x0 ∓ c0k̂t)|2f̂(k). (7.17)

Unless χ is uniformly equal to a constant (when there are detectors everywhere)

and f̂(k) = 1 (when measurements are perfect), we observe that these amplitudes
become more and more singular in k as time grows since their gradient in k grows
linearly with time. In a random medium however, multiple scattering renders the
solution smoother and smoother as time grows (see [18] for a concrete definition
of this). In the limit of vanishing mean free path (highly scattering media), the
amplitudes

a+(t, x, k) ≈ a−(t, x, k) ≈ a(t, x, |k|),
asymptotically solve a diffusion equation

∂a(t, x, |k|)
∂t

−D(|k|)∆xa(t, x, |k|) = 0,

a(0, x, |k|) = |χ(x)|2 1

4π|k|2

∫
Rd
f̂(q)δ(|q| − |k|)dq.

(7.18)

In this setting, we obtain that

ûB(k;x0) = a(T, x0, |k|)Ŝ(k), (7.19)

for a solution a(T, x0, |k|) that is quite smooth (in the |k| variable).

Assuming that ρ1 ≡ 0 and that E{κ̂1(p)κ̂1(q)} = κ2
0R̂0δ(p+ q), then we find that

D(|k|) =
c20

3Σ(|k|)
=

c0

6π2|k|4R̂0

. (7.20)

When f̂(k) = f̂(|k|), the solution of (7.18) takes the form

a(T, x0, |k|) = f̂(|k|)
(3π|k|4R̂0

2c0T

)3/2
∫
Rd

exp
(
− 3π2|k|4R̂0|x0 − y|2

2c0T

)
|χ(y)|2dy.

(7.21)
When f(x) = δ(x), and Ω = Rd, so that χ(x) ≡ 1, we retrieve a(T, x0, k) ≡ 1,
hence the refocusing is perfect. When only partial measurement is available, the
above formula indicates how the frequencies of the initial pulse are filtered by the
single-time time reversal process. Notice that both the low and high frequencies are
damped when χ(x0) = 0, i.e., there are no detectors at the source location.

The reason is that low frequencies scatter little from the underlying medium so
that it takes a long time for them to be randomized. High frequencies strongly
scatter with the underlying medium and consequently propagate little so that the
signal that reaches the recording array Ω is small unless recorders are also located
at the source point: x0 ∈ Ω.

Expressions such as (7.19) and (7.21) give both a quantitative and physically
simple explanation for the good refocusing properties of time reversed waves in
highly heterogeneous media. Note that the statistical stability we obtained for
kinetic models extends to the analysis of time reversed waves, at least in those
regimes of wave propagation where rigorous results may be obtained.
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7.4. Time reversal and changing media. Let us now assume that the medium
in which the back-propagating signal propagates in the second stage of the time re-
versal experiment is different from the medium in which the first signal propagated.
From the point of view of the modeling, this is straightforward. All we need to do
is to replace (7.6) by

uB(x) = Γ0u(2T, x)

=

∫
R9

Γ0G2(T, x; y)Γ(y′)G1(T, y′; z)χ(y)χ(y′)f(y − y′)S(z)dydy′dz,

(7.22)
where Gj is the Green’s function corresponding to propagation in medium j = 1
for the forward propagation and j = 2 for the backward propagation. The Wigner
transform in (7.10)-(7.11) thus needs to be modified accordingly. But we have
already obtained kinetic models in the weak coupling regime for the correlation of
wave fields propagating in different media.

Consider fluctuations of the form

(cϕε )2(x) = c20 −
√
εV ϕ(

x

ε
), ϕ = 1, 2,

c20 =
1

κ0ρ0
, V ϕ(x) =

c20
κ0
κϕ1 (x),

where c0 is the average background speed and κϕ1 and V ϕ are random fluctuations
in the compressibility and sound speed, respectively.We assume that V ϕ(x), ϕ =
1, 2, are statistically homogeneous mean-zero random fields with correlation
functions and power spectra given by:

c40R
ϕψ(x) = E

{
V ϕ(y)V ψ(y + x)

}
, 1 ≤ ϕ,ψ ≤ 2,

(2π)dc40R̂
ϕψ(p)δ(p+ q) = E

{
V̂ ϕ(p)V̂ ψ(q)

}
.

Then we find [21, 71] that a+(t, x, k) solves the following equation

∂a+

∂t
+ c0k̂ · ∇a+ + (Σ(k) + iΠ(k))a+

=
πω2

+(k)

2(2π)d

∫
Rd
R̂12(k − q)a+(q)δ

(
ω+(q)− ω+(k)

)
dq,

Σ(k) =
πω2

+(k)

2(2π)d

∫
Rd

R̂11 + R̂22

2
(k − q)δ

(
ω+(q)− ω+(k)

)
dq

iΠ(k) =
iπ
∑
j=±

4(2π)d
p.v.

∫
Rd

(
R̂11 − R̂22

)
(k − q) ωj(k)ω+(q)

ωj(q)− ω+(k)
dq.

(7.23)

Here, we have ω±(k) = ±c|k|. The other mode is given by a−(t, x, k) = a∗+(t, x,−k),
a property which is always satisfied by uniqueness of the transport solutions and
which ensures that the back-propagated signal is real-valued. The bouncary condi-

tions, as in (7.16), are still given by a±(0, x, k) = |χ(x)|2f̂(k) assuming Γ(x) = Γ0.
Let us consider a very simple example where the randomness is spatially shifted

by a factor ετ before back-propagation. This corresponds to assuming that V̂ 2(p) =

eip·τ V̂ 1(p). Then we observe that R̂11 = R̂22 = R̂ and that R̂12(p) = e−ip·τ R̂(p).
As a consequence, α+(t, x, k) = eip·τa(t, x, k) solves the transport equation (7.23)
with τ ≡ 0 (i.e., the transport equation when both propagating media are the
same).
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In the diffusion approximation, with perfect detectors f̂(q) = 1, we thus obtain
that

∂α(t, x, |k|)
∂t

−D(|k|)∆xα(t, x, |k|) = 0,

α(0, x, |k|) = |χ(x)|2 1

4π|k|2

∫
Rd
eiq·τ δ(|q| − |k|)dq = |χ(x)|2 sin |τ ||k|

|τ ||k|
.

(7.24)

As a consequence, we find that

ûB(k;x0) = e−iτ ·k
sin |τ ||k|
|τ ||k|

a0(T, x0, |k|)Ŝ(k), (7.25)

where a0(T, x0, |k|) is the solution of (7.18) obtained for τ = 0.
In the simplified diffusive regime of propagation, we thus obtain the following

striking result: if the random medium is shifted by λ
2 , then the the filter for the

corresponding wavenumber λ|k| = 2π vanishes. There is simply no refocusing for
such a frequency. This behavior as a sinc function, which should be replaced by a
Bessel function is two dimensions of space, was very well reproduced in numerical
simulations [21] as well as experimental data [61].

Even though time reversal is relatively robust with respect to errors in the mea-
surements (modeled by blurring f(x) or by very inaccurate time reversion Γ(x)), it
is seen to be quite unstable with respect to changes in the random medium between
the two propagation stages of the experiment. This also explains the degrading
refocusing properties observed in time reversal oceanic experiments [36] as the het-
erogeneities in the ocean change as a function of time.

7.5. Time reversal and imaging. Time reversal enhanced refocusing properties
at first look very promising in imaging of buried inclusions in random media. If the
inclusion may be made active, then the back-propagated signal will indeed refocus
at the location of the inclusion. If back-propagation is performed numerically on
a computer rather than in the physical environment, then time reversal seems to
provide a very powerful method to localize such inclusions.

In most applications, however, the underlying heterogeneous medium (the medium
we have modeled as random for want of a better description) is not known very accu-
rately. Back-propagation on the computed will therefore inevitably occur using an
approximation of the underlying medium. How accurate should this approximation
be for the refocused signal to be tightly focused at the location of the inclusion? The
answer, unfortunately, is that the approximation should be very accurate. The the-
ory of time reversal in changing media seen above was precisely devised to quantify
how accurate the approximation should be.

We have already mentioned that refocusing was “good” when the transport so-
lution was smooth. And what generates the smoothness of the transport equation
is strong scattering. Yet, the scattering operator in the above equation is seen to be
proportional to the quantity R̂12, in other words to the cross-correlation of the two
random media. When such a correlation is large, then refocusing will be very strong.
When the correlation is weak, then refocusing will be weak as well. Assuming that
we know the statistics of the random medium, it is relatively easy to construct a
realization of the random medium. If that realization is chosen uncorrelated with
the “true” heterogeneous medium in which the physical signals propagate, then we
may conclude that the two random media V 1 and V 2 are uncorrelated, in which
case R̂12 = 0. This is often the best we can achieve on a computer unless detailed
knowledge of the highly oscillatory random medium is available. Back-propagation
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will thus occur with a± solutions of transport equations with no scattering. We
know that such solutions are not smooth and that the refocusing properties of the
reconstructed signal will be poor. For this reason, time reversal is difficult to use
as an imaging methodology.
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