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Abstract—A new method of model registration is proposed using graphical templates. A graph of landmarks is chosen in the template image. All possible candidates for these landmarks are found in the data image using local operators. A dynamic programming algorithm on decomposable subgraphs of the template graph finds the optimal match to a subset of the candidate points in polynomial time. This combination of local operators to describe points of interest/landmarks and a graph to describe their geometric orientation in the plane, yields fast and precise matches of the model to the data, with no initialization required.
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1 INTRODUCTION

In recent years there has been a growing interest in deformable models for the analysis of images of families of objects which manifest a continuous type of variability, in particular in the context of medical and biological imaging. The ultimate goal is to describe each image in the family in terms of the deformation of a template or model which yields the best match to the image. This description can then be used in a variety of ways. First it provides an automatic means of identifying the various components of the object in the image, and in some cases of segmenting the image. Secondly it provides a means of studying the variability in the family, classifying subgroups and identifying abnormalities. Thirdly it can provide a means for coding or data compression. The most extensively studied models come under the general title of elastic matching.

1.1 Elastic Matching Versus Landmark Matching

Grenander [13] introduced the idea of elastic deformations of one and two dimensional templates. These ideas were implemented in a Bayesian framework in [2] for hand x-rays and in [21] for MRI images of the brain. Similar ideas were proposed in [3] for MRI brain images, using techniques developed in the optical flow and image sequence analysis literature, [17], [18], [22], [27]. A comparison of these methods both from the point of view of the optimization problem being posed and the numerical techniques can be found in [1].

There are several limitations to these elastic deformations. First the template is simply one image from the family, no modeling is involved at this level. Second the matching of the deformed template to the data image is pixel intensity driven. In other words the matching criterion is minimizing the mean square over all pixels of the difference between

the intensity of the deformed template and that of the data image. This does not ensure that specific points of interest or landmarks be matched with great precision. Third the deformations being used are generic or non-parametric in nature and do not depend on the specific family of objects. Fourth, because of the inherent non-linearity of the problem, and the fact that the deformations are high dimensional, the computational tools for calculating the match must use relaxation techniques which run the risk of converging to a local minimum which corresponds to a poor match.

These issues point to three categories which must be addressed simultaneously and in an integrated manner in any approach to the template matching problem. The data term which drives the matching. The model and its variability. The computational tools and their limitations.

The main goal of this paper is to present a new computationally efficient model registration method consisting of a graphical template of landmark points which describes their planar arrangement, together with robust local operators which identify candidates for the various landmarks in the data image. This is essentially a new approach to the general program outlined in [15]. Namely image features are defined and then correspondence is obtained through a consistency model, which is optimized through an efficient algorithm consisting of dynamic programming on decomposable graphs.

Thus more emphasis is put on the precise matching of landmarks, see [9], local features, or points of interest [15]. These landmarks are both important for understanding and analyzing the image and can be identified using various local operators which employ more information than individual pixel intensity. Moreover modeling the variability in terms of the relative locations of the landmarks yields a more specific and lower dimensional description of the variability within a certain family of objects. The same point is made in [10] with respect to the 1D elastic contour models.

These ideas can also be found in the 3D object recognition, stereo and robot vision literature, in the context of the well
known correspondence problem. Another related problem is stellar constelation matching where the graphs provided by the Delaunay triangulation are used to impose hard constraints on the arrangement of the landmarks, [16]. In these applications the variations in the locations of the landmarks are subject to very stringent constraints due to the inherent rigidity of the objects. Here we will be dealing with non-rigid objects which exhibit a larger variability.

1.2 Local Operators and Graph Matching

The local operators used here involve only rank relations between intensities in the neighborhood of a pixel. These turn out to be very robust, and can be used both to describe local boundary shape and local topographies such as maxima, minima, saddle points etc. The algorithm however can be implemented with any choice of local operators. Usually the same local operator will be used for several landmarks, and many more candidates will be found in the data image, than landmarks associated with that operator in the model, see Fig. 7. To find the correct match of the landmarks in the model to the candidate pixels in the image it is necessary to introduce constraints on the relative locations of the landmarks in the plane. Note that the variability of these relative locations can not be expressed as a uniform affine transformation on all points.

The constraints are described through a collection of triangles between triples of landmarks. A cost function is associated with each such triangle which penalizes its shape deviation from some mean triangle. It is important to note that these constraints need not be local, indeed they could involve far apart landmarks. This is in contrast to the implicit constraints used in the elasticity models which essentially penalize large changes in the local lattice elements.

The total cost function is the sum of the cost functions over all the triangles in the model. The collection of triangles can also be expressed as a coloured graph, where the nodes are the landmarks, the colour or type of a node is given by the type of local operator used to find its candidates. The edges in the graph exist between each two landmarks which belong to a triangle. This graph is called the template graph. Note that in this context the deformable template is not an image but a graph model.

Finding the optimal match then reduces to an inexact consistent-labeling problem [15]. The inexact consistent labeling problem is generically exponential in complexity, however if the template graph is chosen to be decomposable, it is possible to find the optimal match in polynomial time using dynamic programming on the graph, see, for example, [26]. Decomposability in the present context means that there exists an order in which the triangles of the graph can be successively eliminated, such that each triangle in its turn has a free vertex contained in no other triangle. When the two edges emanating from it are removed, one of the vertices of the next triangle in the order is freed and so on (see Fig. 1). Dynamic programming has been used in image analysis in a variety of contexts such as road tracking [4], stereo [23], and artery tracking [24]. All these settings are one dimensional in nature, and the constraints enforced by the underlying graph are all local. To our knowledge this is the first attempt to incorporate the efficient computational tool of dynamic programming in an inherently two dimensional and non-local imaging problem.

Decomposability imposes certain limitations on the graph, and may limit the geometric and topological information it contains. This has been addressed by iterating between two graphs as described in Section 2. Another limitation of this method is that the graph is constructed by hand as opposed to the automatic generation of a Delaunay graph for example as in [16].

1.3 Interpolation and Initialization of Elastic Deformation Algorithms

Once the matching of the template graph to a subset of the landmark candidates in the data image is completed, we are in the same situation described in Bookstein's work on image warping. In the latter case both the landmarks in the template are chosen manually, as well as their matches in the data. The following step is calculating a planar mapping which interpolates between the existing point matches. We refer the reader to [20] and [8] for further details.

The planar mapping can now serve as an initial point to an elastic deformation algorithm for image matching. We employ a spectral method described in [1] where the parameters of the deformation are the coefficients of its expansion in some orthonormal basis (Fourier or wavelet). The cost function in that approach is non-linear and the solution corresponds to a local minimum obtained through gradient descent where the initial point was always taken to be the identity map (no deformation). This method worked well in several cases and was able to identify large warplings. However since the deformations are not dedicated to the specific image families and in view of the non-linearity of the functional, mistakes are bound to occur as illustrated in Fig. 9. This image represents the final deformation of the template, obtained from the elastic deformation algorithm, subtracted from the target image. The fingers got confused.

Now that an interpolated match of the landmarks is available, it is taken as the initial point for the gradient descent. The large scale global matching has already been obtained through the matching of the landmarks. The image warping should now serve for small scale corrections and adjustments, see Figs. 10 and 11.

The strength of this algorithm is its computational efficiency and the absence of any need to initialize the matching algorithm or the optimization procedure. This is one of the drawbacks of many relaxation techniques. If the template or model is not initially set nearby the correct location the relaxation algorithm may end up in completely erroneous solutions. Indeed the match provided by this method can serve to initialize deformable template methods using relaxation techniques, such as [28] and [10].

To demonstrate the power of combining decomposable graphs of triangles with additive shape cost functions, together with dynamic programming, to match a model to the data, we start out in the extreme case where only one local operator is used, namely a local maximum operator. This is the hardest case because no assistance is provided by having a variety of colours in the graph. On the other hand since both the cost function and the local operator are
scale, rotation and translation invariant, the entire algorithm will be invariant to such transformations. The data we use are 128 by 128 low resolution digitizations of x-ray images of hands.

The components of the implementation together with the details of the graph matching using dynamic programming on appropriate subgraphs of the template graph are described in Section 2. In Section 3, we describe the experiments and show an example where this algorithm was implemented on high resolution x-ray images using a variety of local operators, thus obtaining very precise matchings of various anatomical components. We also present an example of the use of the graph match to initialize the image warping algorithm.

2 LOCAL OPERATORS, DECOMPOSABLE GRAPHS, AND DYNAMIC PROGRAMMING

2.1 The Local Operators

The local operators were designed to be very robust to changes in pixel intensities and noise. A certain size neighborhood is chosen, say \( m \times n \). Two \( m \times n \) arrays \( L_1 \) of 1-s and 0-s, and \( L_0 \) of \(-1\)-s and 0-s are chosen, which characterize the local operator. The supports (sets of pixels for which the value is non-zero) of the two arrays should be disjoint but their union need not be the entire \( m \times n \) neighborhood. Let \( n_1 \) and \( n_0 \) be the number of non-zero elements in the two arrays, respectively.

The sign of the difference between the intensity at a given pixel \( i, j \), and the intensity at each of the pixels in its \( m \times n \) neighborhood is calculated, to yield an array \( A^{(k)} \) of 1-s and -1-s, at pixel \( i, j \). The next step is calculating

\[
 s_i = \frac{L_1 \cdot A^{(i)} - L_0 \cdot A^{(i)}}{n_1} , \quad s_{-1} = \frac{L_0 \cdot A^{(i)} - L_1 \cdot A^{(i)}}{n_0} ,
\]

where \( \cdot \) indicates inner products of the two arrays. If \( s_i \) and \( s_{-1} \) are larger than some tolerances, a candidate for operator \( (L_1, L_0) \) has been found at pixel \( (i, j) \).

The simplest example is \( L_1 \) all 1-s, and \( L_0 \) all 0-s. This corresponds to a local maximum operator. The reverse corresponds to a local minimum operator. Other configurations yield crude descriptors of the topography of the pixel intensity in the neighborhood of a landmark. The pixels corresponding to a certain local operator typically occur in clusters. These were identified and the average location calculated. In Section 5 a description of the four local operators used for the high resolution x-rays is given, together with the tolerances.

For simplicity the graph matching procedure is described assuming only one local operator.

2.2 The Graph

To create the template graph together with the “mean” for every triangle in the graph, the local maxima of an arbitrary image, henceforth called the template image, were displayed and those which appeared the most descriptive of the anatomy of the image were chosen to be the landmarks, namely the vertices of the template graph. These points were either at the joints of the fingers or at certain locations in the palm where there is a high bone concentration. The edges of the graph were then introduced manually by connecting vertices which seem to have an important geometric relation with each other.

The problem now is to determine which of the many local maxima found in the data image are the true landmarks and how to correctly match them to the corresponding landmarks of the template.

The graph which we call the template graph, is constructed so that all its cliques are triangles. Cliques being maximal subsets of the vertices, all pairs of which are neighbours in the graph, see Fig. 1. These triangles are assigned a certain cost function. A match of the template graph to some subset of the local maxima found in the data image, will have a cost associated with it. This cost penalizes deviations from the shape of the original triangles of the graph of landmarks in the template image. Here shape refers to the angles of the triangles, not to scale or rotation. Hopefully the choice of triangles and cost functions are such that the optimal match to the data will yield a match of the anatomical locations which the landmarks represent.

Finding the optimal match of the template graph to a subset of the local maxima extracted from the data image is a very difficult problem. It is clearly impossible to evaluate all possible combinations, this will quickly lead to a computational explosion, even for relatively small collections of data points and small graphs.

The graph is chosen so that it is decomposable. In the framework described here, where all cliques contain exactly three elements, this property can be described as follows. There exists an order of successive elimination of the cliques, such that in each clique, in its turn, there exists a free vertex, contained in no other clique, which can be eliminated, so that the remaining subgraph is again a collection of cliques of three. When a free vertex is eliminated the next clique in the ordering will again have a free vertex to eliminate, and so on until the last clique. Figuratively speaking the graph can be folded away triangle by triangle, see Fig. 1. These concepts will be defined formally in the next section. For decomposable graphs the optimization can be translated into a dynamic programming algorithm and therefore done in polynomial time.

This choice of graph, which is motivated solely by computational considerations, necessarily leads to the loss of a significant amount of topological information. Many closed loops, which severely constrain the possible configurations of maxima are eliminated. This loss in constraints is offset by iterating between two or more graphs, each of which is decomposable and which have at least two vertices in common, see Figs. 2c and 2d. A subset of common vertices of the two graphs is chosen. An optimal match is found using the first graph. When the optimization procedure begins for the second subgraph the match for this subset of data points is fixed as the match provided by the first subgraph. Now the optimal match is found for the remaining vertices of the second subgraph. The match found through this iteration procedure is not guaranteed to be the global optimum, however it appears that a good choice of subgraphs yields very good matches which should be very close to the optimum. In the following section we describe
the technical details of the matching algorithm for decomposable graphs through dynamic programming.

2.3 Decomposable Graphs

Let \( x_1, \ldots, x_n \) be \( n \) landmarks identified on the template. Let \( V = \{v_1, \ldots, v_m\} \) be the set of candidate landmarks in the data image with \( m \geq n \). Any sequence \( (i_1, \ldots, i_m) \) satisfying \( i_k \in \{1, \ldots, m\} \) for all \( k \) denotes a match of candidate landmarks \( v_{i_k}, v_{i_m} \) to the template landmarks \( x_1, \ldots, x_n \).

Let \( S \) be the index set \( \{1, \ldots, n\} \) and let \( \epsilon \) be a set of pairs of elements in \( S \). The pair \((S, \epsilon)\) is a graph; \( S \) is the set of vertices and \( \epsilon \) is the set of edges. See, for example, Fig. 1. Two vertices are called neighbors if they correspond to an edge. For any graph, a clique \( C \subset S \) is a maximal subset of \( S \) whose elements are all neighbors to each other. Let \( C \) be the set of cliques of a graph \((S, \epsilon)\). (Note that \( \epsilon \) and \( C \) can be determined from each other.) In the present context each clique consists of exactly three vertices. A cost function \( \psi_C(i; k \in C) \) is assigned to each clique \( C \), which depends only on the candidate landmarks \( v_{i_k} \) for \( k \in C \). Of interest is the candidate match that minimizes

\[
\psi(i_1, \ldots, i_n) = \sum_{C \subset C} \psi_C(i; k \in C).
\]

The minimizer is denoted by \((i_1^*, \ldots, i_n^*)\) and will be referred to as the best match. The graph and the functions \( \psi_C() \) are chosen to ensure that the geometric configuration of the points in the best match is close to that of the template landmarks with respect to some geometric criteria which fall under the general title of shape. In the experiments this is formulated in terms of relative distances between landmarks and the functions \( \psi_C() \) are constructed so that a candidate match will be penalized if the relative distances between \( v_{i_k}, k \in C \) do not match closely with those between \( x_j, k \in C \) for each clique \( C \). Specific choices of \( \psi_C() \) are discussed below. We describe here the computations required to find the best match.

Because there are \( m \) possibilities for each of the \( n \) landmarks, there are a total of \( m^n \) candidate matches. Evaluating \( \psi \) for every candidate match is feasible only for very small \( n \). However, by applying dynamic programming, see [6], and putting certain restrictions on the graph, it is demonstrated that the amount of computations necessary to find the best match is proportional to \( m^n \). For computational and modeling purposes, we focus on a class of graphs having the following properties.

**PROPERTY I.** The vertices of the graph can be ordered in such a way that all the neighbors of vertex 1 are neighbors of each other, so that together with 1 they form a clique, denoted \( C_1 \). If the vertices are eliminated one at a time from the graph in increasing order, after vertex \( t \) (for \( t = 1, \ldots, n - 3 \)) is eliminated, all the neighbors of vertex \( t + 1 \) in the new subgraph are neighbors of each other, namely together with \( t + 1 \) they form a clique, denoted \( C_{n+1} \). Henceforth this will be the ordering of the vertices of the graph.

**PROPERTY II.** Following the order of elimination in the description of Property I, any vertex \( t \), for \( t = 1, \ldots, n - 2 \), has exactly two neighbors \( a_t, b_t \) when it is being eliminated, namely it is not in any other clique of the current subgraph.

Property I is one of many possible characterizations of a well studied class of graphs called decomposable graphs [5], [26]. It can be shown that properties I and II imply that for \( t = 1, \ldots, n - 3 \), the vertices \( a_t, b_t \) of property II belong to at least one other clique \( C_u \) such that \( u \geq t \). This is called the running intersection property and is discussed in more detail below. These concepts are illustrated in Fig. 1.

![Fig. 1a. The steps in the successive elimination of the vertices and the corresponding cliques. The cliques of the graph are:](image)

![Fig. 1b. Dynamic programming for minimizing the function](image)
The minimum on the right is achieved at \( (x'_{x_2}, x'_{x_3}, x'_{x_4}) \) if and only if the minimum on the left is achieved at \( (x_{x_2}, x_{x_3}, x_{x_4}) \). The number of combinations needed to obtain \( y^* \) and \( x' \) for each \( x_{x_2}, x_{x_3} \in V \) is \( |V|^3 \) where \( |V| \) is the cardinality of \( V \). The number of combinations needed to find the minimum of \( f \) is the same. Doing the minimization by brute force would require trying \( |V|^4 \) combinations.

More formally, since \( 1 \) is the vertex in \( C_1 \) which is not in any other clique, we can write

\[
\psi(t_1, ..., t_n) = \sum_{i=1}^n \psi_C(t_i; k \in C_i) = \psi_C(t_i; k \in C_i) + \sum_{i=1}^n \psi_C(t_i; k \in C_i)
\]

Assume \( C_i = \{1, a, b\} \). For any fixed pair \( (t_i, t_j) \) of candidate points, let \( i_i[i_i, i_i] \) be the choice of \( i_1 \) which minimizes \( \psi_C(t_i, i_i, i_i) \). Since \( \lambda() \) does not depend on \( i_1 \), it is easy to see that the optimal match \( i_1', ..., i_n' \) satisfies \( i_1' = i_1[i_i, i_i] \).

Note that finding \( i_1[i_i, i_i] \) for all possible pairs \( i_1, i_2 \) requires evaluating \( \psi_C(t_i, i_1, i_2) \) for all possible combinations of \( i_1, i_2 \). Hence, the amount of computations is proportional to \( |V|^3 = m^3 \). For each pair \( (i_1, i_2) \) the index \( i_1[i_1, i_2] \) is stored as well as \( \psi_C(t_i, i_1[i_1, i_2], i_2) \), so that the amount of storage required is proportional to \( m^2 \).

By the running intersection property there exists a clique \( C_{w_1} \) which contains vertices \( a \) and \( b \). Let \( C_{w_2} = \{a, b, c\} \). Define

\[
\phi_C(i_i; k \in C_n) = \phi_C((i_1, i_2, i_3) = \psi_C(i_1, i_1, i_1) + \psi_C(i_1[i_i, i_i], i_1[i_i, i_i])
\]

and

\[
\phi(i_1, ..., i_n) = \sum_{i=1}^n \phi_C(i_i; k \in C_i).
\]

Note that \( \psi_C(t_i[i_i, i_i], i_1[i_1, i_1]) \) is a function of \( i_1 \) and \( i_2 \) only, and hence \( \phi_C(t_i[i_i, i_i], i_1[i_i, i_i]) \) is a function of \( t_i, i_1 \). The amount of computations required to evaluate the function \( \phi_C(t_i[i_i, i_i], i_1[i_i, i_i]) \) for all triples of candidate points is again proportional to \( m^3 \). It is easily seen that \( \phi(i_1, ..., i_n) = \psi(i_1, ..., i_n) \) and \( \phi(i_1, ..., i_n) \) is the minimizer of \( \phi() \). The original problem is thus reduced to a similar one with one vertex eliminated. By eliminating the vertices one at a time in increasing order of the labels, the problem can be solved when only the last three vertices \( n - 2, n - 1, n \), are left (Fig. 1). Note that when \( i_{n-2}, i_{n-1}, i_n \) are determined, we can go backwards and determine \( i_{n-3}, ..., i_1 \) sequentially. Because the amount of computations needed to eliminate one vertex is proportional to \( m^3 \), the total amount of computations is proportional to \( mm^3 \).

From the discussion in the next section it follows that this procedure necessarily covers all cliques in the graph and thus obtains the minimum of the function \( \psi \).

In light of the discussion above it is now possible to appreciate the importance of Properties I and II. Computationally, requiring that the graph is decomposable and that \( |C| = 3 \) for all \( C \in \mathcal{C} \) ensures that each step of dynamic programming involves computations of order \( m^3 \) and hence is manageable in many circumstances. Moreover the homogeneity in the local structure of the graph greatly simplifies the implementation of the dynamic programming algorithm in terms of book keeping requirements, as can be seen in the implementation section below.

### 2.5 Some More on Decomposable Graphs

To further understand the implications of Properties I and II, it is helpful to re-express them in the following way.

**PROPERTY I*. The running intersection property:** There exists an ordering of the cliques, \( C_T, C_{T-1}, ..., C_1 \) such that, for \( T > t > 1 \), there exists \( u_t > t \) such that

\[
C_t \cap \left( \bigcup_{s=t+1}^T C_s \right) = C_t \cap C_{u_t}.
\]

**PROPERTY II*. The cliques of the graph are all triples and the number of cliques is equal to the number of vertices minus 2. 

\[
|C| = 3 \text{ for } C \in \mathcal{C} \text{ and } |C| = n - 2.
\]

Results established by [14] and [12] demonstrate that Properties I and II and III are equivalent. Given Property I, Properties II and III are equivalent as can be seen from the following discussion.

Suppose the cliques are labeled so that the running intersection property is satisfied. Because \( C_t \) is a clique, \( C_t \neq C_t \cap C_{u_t} \), which implies that \( C_t, t = T - 1, ..., 1 \), must contain at least one vertex which is not in the cliques with higher labels. Hence, \( n \geq |C_t| + T - 1 \). From Property II, \( |C_t| = n - 2 \), so \( n \geq T + 2 \). However, Property III also specifies that \( n \) is exactly \( T + 2 \), which implies that \( C_t, t = T - 1, ..., 1 \), has exactly one new vertex which is not in the cliques with higher labels. This means \( |C_t \cap C_{u_t}| = 2 \) for \( T = T - 1, ..., 1 \). We now relabel the vertices in the following fashion. Let the three vertices in \( C_T \) be arbitrarily labeled as \( n, n - 1, n - 2 \). For \( t = T - 1, ..., 1 \), let the new vertex in \( C_t \) be labeled as \( t \). From here on, the vertices are assumed to be labeled this way. This labeling obviously satisfies Properties I and II. Indeed, the two neighbors of vertex \( i, i = 1, ..., n - 2 \), at the time it is eliminated are the two other vertices in \( C_t \). From the above it also follows that if Properties I and II are satisfied then

**PROPERTY III.** For \( t < T \), the subgraph defined with vertex set \( S_t = \{t, t + 1, ..., n\} \) and clique set \( \mathcal{C}_t = \{C_t, C_{t+1}, ..., C_T\} \) satisfies properties I, II as well.

Property II allows us to introduce genuinely rotation and scale invariant functionals. Consider the cliques and vertices in reverse order as is done in the statement of Property I*. With Property II*, every time a new vertex \( t, t = n - 3, n - 2, ..., 1 \), is added, a new clique \( C_t \) is in-
introduced. The associated function $\psi_{G_i}(l_i; k \in C_i)$ allows us to model the location of the new ($t$th) landmark relative to two of the existing landmarks. Namely in terms of relative lengths and angles. The fact that it is two of the existing landmarks instead of one is very important. To understand this, suppose Property $\Pi$ is violated so that for some $t$, $C_t \cap C_u$ is a singleton set $\{z\}$. The graph can then be partitioned into two pieces which are only connected through the vertex $z$. If the functions $\psi_{G_i}(\cdot)$ are restricted to those which are scale and rotation invariant, the angle between the two pieces cannot be modeled.

Remark: Suppose a graph satisfies Property I but does not necessarily satisfy Property II. Then, by applying dynamic programming in a similar fashion, it can be shown that the amount of computations required to find the best match is proportional to

$$\sum_{i=1}^{T} m_i |c_i|.$$ 

In general, if $G = (S, E)$ does not satisfy Property I, i.e., it is not decomposable, then the computations for finding the best match will be given by the above formula, however summing over the cliques of some decomposable graph $G' = (S', E')$ of which $G$ is a subgraph. The graph $G'$ depends on the order of elimination when dynamic programming is applied. Algorithms related to finding the optimal elimination order can be found in [6]. For example in order to apply dynamic programming to the original graph in Fig. 2a, it would be necessary to embed it in some $G'$ which would have some cliques of more than three elements.

2.6 Implementation

The dynamic programming procedure described above is implemented as follows. Two arrays `book_keep` and `book_keepi` are created with rows corresponding to all possible pairs of landmark candidates, and columns corresponding to each

![Fig. 2. Top left: The full graph. The triples (3, 4, 5), (6, 7, 8), (7, 8, 9), (10, 11, 12), (11, 12, 16) are all cliques for which the three corresponding landmarks are collinear. Top right: The graph overlayed on the template image. Bottom left: First sub-graph. Bottom right: Second sub-graph. The vertices in all graphs are numbered according to the order of elimination.](image)
clique in the decomposable subgraph. Thus both arrays are of dimension \( m \times T \). In the first step for each possible assignment \( i, j \) of a pair of candidates to vertices \( a, b \) in the first clique of the graph, the value of \( \psi_c(i, a, i, b) \) is calculated for each possible assignment \( i \) of a candidate to vertex 1. As above let \( i'_t[i, i'_j] \) denote the index of the data point at which the minimum is achieved. The value of \( \psi_c(i'_t[i, i'_j], i, b) \) is stored in book-keep\( i'_t[i, i'_j], 1 \). The index \( i'_t[i, i'_j] \) is stored in book-keep\( i'_t[i, i'_j], 1 \). Looping over all pairs, the amount of computation involved in this step is proportional to \( m^3 \).

At the \( t \)th clique with graph vertices \( (a, \beta, \gamma) \), for each assignment \( i, j, \mu \), the function \( f(i, a, \mu) = \psi_c(i, a, i, j, \mu) \) is calculated. If \( (a, b) \) is contained in any previously eliminated clique, namely in any clique \( C_r \) with \( r < t \), the one with largest index \( r^* \) is found, i.e. the last such clique. The value of \( \text{book-keep}(i, a, \mu), r^* \) is added to \( f(i, a, \mu) \). Similarly, if \( (a, c) \) is contained in any eliminated clique \( \tau < t \), the value of \( \text{book-keep}(i, a, \mu), \tau^* \) is added to \( f(i, a, \mu) \), where \( \tau^* \) is the last such clique. Similarly for \( (b, c) \). For given \( (i, j, \mu) \) this is done for every \( i, a = 1, \ldots, m \). The index \( i'_t[i, i'_j] \) which minimizes the updated \( f(i, a, \mu) \) for the pair \( (i, j, \mu) \) is stored in book-keep\( i'_t[i, i'_j], t \). The value of \( f(i'_t[i, i'_j], i, \mu) \) is stored in book-keep\( i'_t[i, i'_j], t \).

After looping through all cliques find the row in book-keep which contains the minimal value in the last column \( T \). Rename the corresponding pair as \( (i'_t[i, i'_j], i'_t[i, i'_j]) \). The corresponding data points match the graph vertices \( n - 1, n \), respectively. The index \( i'_t[i, i'_j] = \text{book-keep}(i'_t[i, i'_j], i'_t[i, i'_j], T) \) will match the graph vertex \( n - 2 \). Now go to vertex \( n - 3 \) which must lie in clique \( T - 1 \) and which must have a pair in common, say \( n - 2 \), with clique \( T \). Then \( i'_t[i, i'_j] = \text{book-keep}(i'_t[i, i'_j], i'_t[i, i'_j], T - 1) \). Continue backwards in the same way. Vertex \( t \) in the graph is in clique \( C_r \) which must have an edge in common with a subsequent clique \( r > t \).

Since all the vertices in \( C_r \) have already been matched to data points, the same lookup in book-keep will yield the data point matching the \( t \)th vertex. At the end of the reverse loop on the cliques we obtain the optimal match of data points to the graph vertices, with respect to the functional \( \Psi \).

2.7 The Clique Functions

The clique functions on the triangles of the graph were set as follows. Given a triangle \( \alpha_1, \alpha_2, \alpha_3 \) of landmarks corresponding to a clique \( C \) in the graph \( (S, \epsilon) \), labeled according to the order in which they are eliminated, and with angles \( \alpha_1, \alpha_2, \alpha_3 \) respectively, let \( l_i \) denote the length of the edge opposite the point \( a_i \) for \( i = 1, 2, 3 \). The cost function is taken to be the sum of squares of the differences of the log ratios of the lengths in the data and the log ratios of the lengths in the templates. More precisely let \( b_1, b_2, b_3 \) be three data points with indices \( i_1, i_2, i_3 \). Let \( r_1, r_2, r_3 \) be the respective lengths of the edges in the triangle, and let \( \beta_1, \beta_2, \beta_3 \) the respective angles, the following quantity is calculated:

\[
\psi_c(i_1, i_2, i_3) = j(r_1, r_2, r_3) = (\log(r_1 / r_2) - \log(l_1 / l_2))^2 + (\log(r_2 / r_3) - \log(l_2 / l_3))^2 + (\log(r_3 / r_1) - \log(l_3 / l_1))^2.
\]

Although triangles with similar log-ratios have similar shapes they may have different orientations. Keeping the triangles oriented in the same way as in the template graph is necessary for preserving the planar configuration of the vertices. On the other hand certain triangles with very small angle \( \alpha_1 \) for example, should be allowed to change orientation around the vertex \( \alpha_1 \), namely they are allowed to flip around the edges \( a_1a_2 \) or \( a_2a_3 \).

These considerations were implemented as follows. A certain tolerance \( \varepsilon \) is set. If \( |\sin(\alpha_1)| < \varepsilon \) the sign of \( \beta_1 \) is ignored. However the triangle \( b_1, b_2, b_3 \) is ruled out if \( |\sin(\beta_1)| > \varepsilon \). If on the other hand \( |\sin(\alpha_1)| > \varepsilon \) then the triangle \( b_1, b_2, b_3 \) is ruled out if \( \text{sign}(\beta_1) \neq \text{sign}(\alpha_1) \). The same procedure is applied to \( \alpha_2, \beta_2 \). In the experiments \( \varepsilon = 0.25 \).

The \( J \) functional is very convenient because it involves only pairs of points. The log-distances between every two points in the data are calculated and stored ahead of time. This does not require too much memory for data sets of 50-100 points. Calculating \( J \) thus reduces to three multiplications. Most of the calculation is concentrated in checking the angle constraints. The angles involve triples of points and precalculating them requires much more memory. In our implementation we have calculated them online.

There are many other functionals which are translation and rotation invariant and describe the shape of the triangle in some sense. For example one could work directly with the three angles and penalize deviations from the sines of the angles. Other possibilities can be found in the literature on statistical models of shape see for example [7] and the discussion thereof. In general the relationships between these different types of cost functions are highly non-linear and do not lend themselves to any simple form of analysis.

It should be emphasized that the clique function \( \psi_c \) could include terms of the form \( \sum_{k \in c} \sigma(v_{ik}, x_i) \) where \( \sigma \) quantifies how well the candidate \( v_{ik} \) matched the local operator corresponding to the \( k \)th vertex in the graph. The presence of such a term does not affect the possibility of minimizing through dynamic programming. In principle such a term could replace the "hard" threshold used for the local operators, however this would imply that every pixel in the image is a candidate for each vertex thus...
causing an explosion in the size of $V$, and subsequently in the computation time and memory requirements. Thus the threshold serves as a pruning mechanism to limit the size of the state space.

3 DESCRIPTION OF EXPERIMENTS

3.1 Low Resolution X-Rays

The experiments were carried out on a collection of x-ray images of hands. One of the images was chosen arbitrarily, as the template and is referred to as x-ray no. 1. The local maxima of the image were highlighted. Of these local maxima 20 were chosen which seemed to represent important landmarks in the hand. The next step was to create a graph with these 20 vertices. This again was done manually. The vertices together with the edges of the graph are shown in Fig. 2a. Fig. 2b shows the graph overlaid on the original x-ray no. 1. The two subgraphs used iteratively are shown in Figs. 2c and 2d. Note that both subgraphs are decomposable even though the full graph is not. First the optimization was carried out on graph 2c. Then vertices 5, 15, 16, and 19 were held fixed and the optimization was carried out on graph 2d.

At the outset of the project only graph 2c was used. Attempts were made to prevent erroneous matchings such as in Fig. 3b, by creating complicated cost functions and introducing a host of hard constraints, to prevent extreme distortions of some triangles while allowing more flexibility for others. This soon led to the introduction of an intractable number of parameters and is clearly conceptually the wrong way to do things. Subsequently graph 2d was introduced to complement graph 2c, the cost functions were simplified as well as the hard constraints. One iteration on each subgraph produced matches with the proper planar configuration. It should be noted that even if the matching of the first subgraph produced non-overlapping matches for the fingers, their length may turn out disproportional, see for example Fig. 4b. The additional triangles between the fingers in the second subgraph help in adjusting these proportions.

The data points were extracted by scanning over all pixels and choosing those at which the intensity was greater than the intensity at a fraction $p$ of the neighbors in a $L \times L$ neighborhood. We used $p = .9$ and $L = 9$. This procedure creates clusters which are thinned out by averaging a certain minimum distance between any two data points. The algorithm is robust to variations in the parameters related to the extraction of the data points, as long as correct points are found corresponding to each point in the model in addition to the erroneous ones. Thus the algorithm will perform fine with more data points, for example by decreasing $p$ or $L$. The only problem is that an increase in data points severely slows down the dynamic programming procedure. Thus with 40-50 data points the minimization would take less than a minute on a SPARC 10. With 70 data points it would take 3-4 minutes. In the first two experiments (Figs. 3 and 4) we eliminated local maxima with a pixel intensity lower than some fraction of the maximal pixel intensity. This took care of many spurious local maxima in the background. The third experiment shows the result without

---

Fig. 3. Left: Extracted local minima. Middle: First match. Right: Second match.

Fig. 4. Left: Extracted local minima. Middle: First match. Right: Second match.
eliminating the background points. The algorithm still performs fine however slows down considerably due to the presence of more data points.

Fig. 3a shows the image of x-ray no. 2 with the points identified as local maxima. Fig. 3b shows the initial optimal match of the template graph to these points using the first subgraph. Fig. 3c shows the final match after using the second subgraph.

Figs. 4a, 4b, and 4c shows the same sequence for x-ray no. 3 which has also been rotated and scaled. Since the local operator and the cost functions are inherently scale and rotation invariant, the algorithm was able to find the correct match of the template, and the interpolation automatically incorporated an appropriate scale and rotation.

Finally Figs. 5a, 5b, and 5c shows a match where the background local maxima are not eliminated.

### 3.2 High Resolution X-Rays

We now describe an experiment with high resolution x-rays, and four types of local operators. The aim here was to obtain precise locations of specific anatomies. The local maximum operator was again used to identify the finger joints. The second operator identified the points of contact of the finger bones, the third which is the second flipped along the horizontal axis identified a point of bifurcation in the bone thickness which is present in all fingers, and the fourth operator identified the point of contact between the thumb and the palm. The matrices \( L_\nu, L_\lambda \) overlayed for second and fourth operator are given below:

\[
\begin{pmatrix}
-1 & -1 & -1 & 1 & 1 & -1 & -1 & -1 \\
-1 & -1 & -1 & 1 & 1 & 1 & -1 & -1 \\
-1 & -1 & -1 & 1 & 1 & 1 & -1 & -1 \\
-1 & -1 & -1 & 1 & 1 & 1 & -1 & -1 \\
-1 & -1 & -1 & -1 & -1 & 1 & 1 & 1 \\
-1 & -1 & -1 & -1 & -1 & 1 & 1 & 1 \\
-1 & -1 & -1 & -1 & -1 & -1 & 1 & 1 \\
-1 & -1 & -1 & -1 & -1 & -1 & -1 & 1 \\
\end{pmatrix}
\]

\[
\begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & -1 & -1 & -1 & -1 & -1 & -1 \\
1 & -1 & -1 & -1 & -1 & -1 & -1 & -1 \\
\end{pmatrix}
\]

The four thresholds were 0.7, 0.85, 0.8, 0.7 To eliminate multiple points in the background another threshold was introduced for each local operator so that candidate pixels with intensity lower than the threshold were ruled out. These operators are definitely not rotation invariant, although they are robust to small rotations. Again two sub-
graphs were used, one for the area of the fingers and one for the upper palm. Fig. 6 shows the two components of the template graph with the operator or color number.

The left hand graph was matched first. The four points at the bottom were held fixed and then the right hand graph was matched. Observe that the right hand graph is decomposable only because the top four points are given. The reason is that once the location of these points is determined, the cost on triangles they belong to is simply added to the cost of any other triangle with a common edge. The dynamic programming is done on the decomposable graph obtained by cutting out these four points and the edges emanating from them, with updated cost functions.

Fig. 7 shows the candidate points in two data images, along with their color number. Fig. 8 shows the match of the two subgraphs to the data images.

Fig. 9 shows the difference image of a failed match using only the elastic deformation algorithm between two hands. For the same two hands Fig. 10 shows one as the template image and the interpolated warp of the template image obtained from the graph match. Fig. 11 shows the improvement obtained by running the elastic deformation algorithm initialized with the warped template (10b), and the target image.

4 Conclusion

We have suggested the matching of landmark graphs to collections of extracted data points in the data image. The cliques of the landmark graphs are all triangles and the cost of a match is expressed in terms of the deviations of the shapes of the triangles. The actual implementation of the match is carried out through dynamic programming on decomposable subgraphs of the original template graph. In the experiments described above we iterated between two such subgraphs keeping certain points of the first match fixed. The matched points can then interpolated to create a
with a computationally feasible optimization method which can be used to identify candidate landmark points, together with a deformation which provides an input to an elastic deformation algorithm.

The power of this method is that robust local operators can be used to identify candidate landmark points, together with a computationally feasible optimization method which does not require initialization, to extract the optimal match. At this point the method fails entirely if one of the true locations is not picked up by the local operators. This could occur due to occlusion, but also in the presence of abnormalities. Another problem is the lack of clear guidelines as to how to construct the graph. Here we were essentially guided by our intuition. It is easy however to automatically generate decomposable graphs from collections of vertices, it would therefore be interesting to study how sensitive the method is to different graphs.

Given a large enough data set from a family of images it would be possible to actually estimate the appropriate cost functions or certain relevant parameters. This could either be done manually by pointing out the correct matches for the images in the data set, or using the cost functions suggested above to calculate these matches and then estimate the parameters, which are subsequently used to update the cost functions. Once the parameters are estimated it may be possible to deal with occlusion and missing components, to characterize subfamilies and identify abnormalities.
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