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ABSTRACT 

Modern data analysis relies on identifying complex models from noisy and incomplete data. 
Many such tasks can be formulated and analyzed as linear inverse problems. By generalizing the 
L1 norm for sparse recovery and the nuclear norm for matrix completion, atomic norm provides 
a powerful and universal framework for constructing convex regularizers to solve inverse 
problems. Particularly, this framework allows enforcing sparsity constraint with respect to 
continuously parametrized building-block signals. Notable examples include line spectral 
signals, tensors, mixtures of translations, radar signals, linear systems, and so on. The talk will 
pay special attention to line spectrum and tensor problems and beyond. I will highlight the 
optimality of this framework in handling missing data, noise, parameter estimation, and outliers. 
Computational methods such as discretization, semidefinite relaxation, and low-rank 
factorization, for solving optimizations involving atomic norms will be also discussed. 


